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REPRESENTABILITY RELATIVE TO A DOCTRINE

To Jirka Adámek on the occasion of his 60th birthday.

by Panagis KARAZERIS and Jiří VELEBIL

Abstract

Nous proposons la notion de doctrine en vue de fournir un environnement uniforme pour l’étude des concepts de représentabilité faible. Puisque les (co)limites sont des notions de représentabilité, ceci nous permet de définir et d’étudier des concepts affaiblis de (co)limites. Par exemple dans le cas où la doctrine en question est celle des cocompletions libres pour les colimites d’une certaine classe, l’existence de limites affaiblies dans la catégorie ambianta est étroitement liée aux limites usuelles dans la complétion libre. De manière analogue, nous pouvons relier certaines structures promonoidales faibles sur une catégorie à de vraies structures monoidales sur une cocomplétion libre.

1 Introduction

Many “classical” notions of category theory are in fact representability notions. For example, the existence of a left adjoint of \( U : \mathcal{A} \rightarrow \mathcal{B} \) is the assertion that the functor \( \mathcal{B}(B, U-) : \mathcal{A} \rightarrow \text{Set} \) is representable for each \( B \). This means that there is a natural isomorphism

\[
\mathcal{B}(B, U-) \cong \mathcal{A}(FB, -)
\]

for each \( B \). The assignment \( B \mapsto FB \) then extends to a functor \( F : \mathcal{B} \rightarrow \mathcal{A} \) — the desired left adjoint of \( U \).

However, it is often fruitful to weaken the representability concept and study weaker notions. Probably the best known instance of weakened representability notion is the case of weak limits, studied, e.g., in [FS].
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Example 1.1. A functor $F : \mathcal{A}^{\text{op}} \to \text{Set}$ is called weakly representable, if there exists an epimorphism $e : \mathcal{A}(-,A) \to F$ for some $A$. The epimorphism $e$ is often called a weak representation of $F$.

A diagram $D : \mathcal{D} \to \mathcal{A}$ is said to have a weak limit, if there exists a weak representation
\begin{equation}
    e : \mathcal{A}(-,A) \to \text{Cone}(D)
\end{equation}

where $\text{Cone}(D) : \mathcal{A}^{\text{op}} \to \text{Set}$ is the cone functor of $D$, i.e., $\text{Cone}(D)X$ is the set of all $D$-cones having $X$ as a vertex.

Thus, the weak representation (1.1) picks up a distinguished cone
\[
    \ell_d : A \to Dd
\]

obtained as $e(id_A)$ with the following weak universal property: for any $D$-cone
\[
    c_d : X \to Dd
\]

there exists some (not necessarily unique) $f : X \to A$ such that $c_d = \ell_d \cdot f$ for all $d$ in $\mathcal{D}$.

The weak representability concept allows one to define weak right adjoints as those functors $U : \mathcal{A} \to \mathcal{B}$ for which every functor $\mathcal{B}(B,U-) : \mathcal{A} \to \text{Set}$ is weakly representable, see [BTh].

The above example is quite typical: one defines the weakened representability concept first and infers the concept of a weakened (co)limit as a representability notion.

The following notion of a multilimit is due to Yves Diers [Di]:

Example 1.2. A functor $F : \mathcal{A}^{\text{op}} \to \text{Set}$ is called multirepresentable if there exists a natural isomorphism
\[
    \prod_i \mathcal{A}(-,K_i) \cong F
\]

for some diagram $K : \mathcal{K} \to \mathcal{A}$ with $\mathcal{K}$ discrete. Multirepresentability of the cone functor $\text{Cone}(D)$ then establishes the notion of a multilimit of a diagram $D$.

A somewhat more elaborate notion of a “weak” limit is the notion of a finite plurilimit of a finite diagram introduced in [KRV] in connection to the existence of limits in free cocompletions.
Example 1.3. Let $D : \mathcal{D} \to \mathcal{A}$ be a finite diagram. A finite plurilimit of $D$ is a finite diagram

$$K : \mathcal{K} \to \mathcal{A}$$

together with an isomorphism

$$\text{colim}_i \mathcal{A}(-, K_i) \cong \text{Cone}(D)$$

In elementary terms this means that there is a distinguished finite family

$$\ell^i_d : K_i \to Dd$$

of $D$-cones such that each cone

$$c_d : X \to Dd$$

factors through some distinguished cone and any two such factorizations are connected by a zig-zag (in $\mathcal{K}$).

Thus, a finite plurirepresentability of $F : \mathcal{A}^{\text{op}} \to \text{Set}$ is the existence of a finite diagram $\mathcal{A}(-, A_i)$ of representables together with a natural isomorphism

$$\text{colim}_i \mathcal{A}(-, A_i) \cong F.$$ 

In other words, finitely plurirepresentable presheaves $F$ are exactly the finitely presentable objects of the presheaf category $[\mathcal{A}^{\text{op}}, \text{Set}]$, see [AR1].

Let us observe that the examples of “weak” representability notions of $F$ above share the following feature:

*The functor $F$ is an object of a category $\mathcal{C}(\mathcal{A})$ lying “in between” $\mathcal{A}$ and the presheaf category $[\mathcal{A}^{\text{op}}, \text{Set}]$.***

In Example 1.1 we take for $\mathcal{C}(\mathcal{A})$ the full subcategory of $[\mathcal{A}^{\text{op}}, \text{Set}]$ spanned by quotients of representables, in Example 1.3 we take $\mathcal{C}(\mathcal{A})$ to be the full subcategory of $[\mathcal{A}^{\text{op}}, \text{Set}]$ spanned by finite colimits of representables.

In general, it seems reasonable that such a category $\mathcal{C}(\mathcal{A})$, measuring the “degree of representability”, should have the following properties:

*There is a fully faithful dense functor $\gamma_\mathcal{A} : \mathcal{A} \to \mathcal{C}(\mathcal{A})$. Moreover, $\gamma$ should be (pseudo)natural in $\mathcal{A}$.***

Such a pair $(\mathcal{C}, \gamma)$ is what we call a *doctrine* in Definition 3.1 below. To allow a wider scope of applications, we prefer to work with categories enriched over some suitable monoidal closed base $\mathcal{V}$. Since limits form only one instance of representability, we will study first representability in general and then turn our attention to limits, monoidal structures, etc., as special cases of a general notion.
Organization of the Paper

We work in enriched category theory and we gather the necessary notions in Section 2. Section 3 is devoted to the basic definition of weakened representability. We derive a result characterizing weak representability in terms of the existence and “absoluteness” of certain colimits in Theorem 3.7. The main result of the paper connecting weak limits in a category to honest limits in its free cocompletion is formulated in Theorem 4.7 of Section 4. Finally, in Section 5 we derive that the existence of a class of limits in a free cocompletion under a given class of colimits amounts to some kind of a distributive law, Theorem 5.4. A question related to weakened representability is the existence of monoidal structures on a free cocompletion. This is the topic of Section 6.

Related Work

The question of the existence of limits in the free cocompletion under all small colimits has been extensively studied by Brian Day and Steve Lack in [DL]. In many cases our results are easy extensions of theirs.

2 Preliminary Notions

For details on the basic notions of enriched category theory we refer to the monograph [K1].

Assumption 2.1. Throughout the paper, $\mathcal{V} = (\mathcal{V}_0, \otimes, I, [-,-])$ is a fixed symmetric monoidal closed category that is complete and cocomplete. When we say category, functor, natural, etc., we mean a $\mathcal{V}$-category, $\mathcal{V}$-functor, $\mathcal{V}$-natural, etc., unless we explicitly say an ordinary category, ordinary functor, ordinary natural, etc.

Notation 2.2. To any functor $F : \mathcal{A} \to \mathcal{B}$ we associate its

- tilde-conjugate $\tilde{F} : \mathcal{B} \to [\mathcal{A}^{\text{op}}, \mathcal{V}]$ sending $B$ to $\mathcal{A}(F-, B)$

- hat-conjugate $\hat{F} : \mathcal{B} \to [\mathcal{A}, \mathcal{V}]^{\text{op}}$ sending $B$ to $\mathcal{A}(B, F-)$

where the functor categories are assumed to exist in a higher universe when $\mathcal{A}$ is large.

We will often work with weighted (co)limit notions, we recollect the notions here. However we want to work in a slightly bigger generality than in, e.g., [K1].
Therefore our weights are “collections of weights in the sense of [K_1]”, see Remark 2.4. In fact, our notion of weights and weighted (co)limits comes from [SW].

**Definition 2.3.** A functor $W : \mathcal{M} \to [\mathcal{D}^{\text{op}}, \mathcal{V}]$ will be called a weight (small, if both $\mathcal{M}$ and $\mathcal{D}$ are small). A diagram in $\mathcal{A}$ is a functor $D : \mathcal{D} \to \mathcal{A}$. A colimit of $D$ weighted by $W$ is a functor $W \ast D : \mathcal{M} \to \mathcal{A}$ together with an isomorphism

$$\mathcal{A}((W \ast D)M, A) \cong [\mathcal{D}^{\text{op}}, \mathcal{V}](WM, \hat{D}A)$$

natural in $M$ and $A$.

**Remark 2.4.** The usual definition of a weighted colimit (as described, e.g., in [K_1]) deals with weights of the form $W : \mathcal{I} \to [\mathcal{D}^{\text{op}}, \mathcal{V}]$ where $\mathcal{I}$ is the unit category with $\mathcal{I}(*,*) = I$. Thus a weight is then identified with a mere functor $W : \mathcal{D}^{\text{op}} \to \mathcal{V}$. We find the generalized notion more suitable for our purposes.

Clearly, for any weight $W : \mathcal{M} \to [\mathcal{D}^{\text{op}}, \mathcal{V}]$ and any $D : \mathcal{D} \to \mathcal{A}$, there is an isomorphism (with either side existing if the other does)

$$(W \ast D)M \cong WM \ast D$$

natural in $M$, where the expression on the right is the “classical” notion of a colimit of $D : \mathcal{D} \to \mathcal{A}$ weighted by $WM : \mathcal{D}^{\text{op}} \to \mathcal{V}$.

Of course, a limit in $\mathcal{A}$ is just a colimit in $\mathcal{A}^{\text{op}}$. We spell out the limit concept explicitly to bring attention to the variances of weights.

**Definition 2.5.** A limit of $D : \mathcal{D} \to \mathcal{A}$ weighted by $W : \mathcal{M} \to [\mathcal{D}, \mathcal{V}]^{\text{op}}$ is a functor $\{W, D\} : \mathcal{M} \to \mathcal{A}$ together with an isomorphism

$$\mathcal{A}(A, \{W, D\}M) \cong [\mathcal{D}, \mathcal{V}]^{\text{op}}(\hat{D}A, WM) = [\mathcal{D}, \mathcal{V}](WM, \hat{D}A)$$

natural in $M$ and $A$.

**Remark 2.6.** Certainly, analogous remarks to those we made on colimits can be made on limits.

### 3 Weakened Representability

In this section we formulate the weakened representability notion and formulate its basic properties.

Recall that a functor $F$ is called dense if its tilde-conjugate $\tilde{F}$ (Notation 2.2) is fully faithful.
Definition 3.1. A pair \((C, \gamma)\) consisting of a pseudofunctor \(C\) on \(\mathcal{V}\text{-CAT}\) (the 2-category of categories, functors and natural transformations) and a (pointwise) fully faithful dense pseudonatural transformation \(\gamma : \text{Id} \to C\) is called a doctrine.

Remark 3.2. By Proposition 5.16 of \([K_1]\), the existence of a fully faithful dense \(\gamma_{\mathcal{A}} : \mathcal{A} \to C(\mathcal{A})\) is equivalent to the fact that \(C(\mathcal{A})\) is a full subcategory of \(\mathcal{A}^{\text{op}}, \mathcal{V}\) containing the representable functors (as a full subcategory). Thus, our concept of a doctrine captures precisely the idea that \(C(\mathcal{A})\) should lie “in between” \(\mathcal{A}\) and \(\mathcal{A}^{\text{op}}, \mathcal{V}\), that we expressed in the introduction.

In most situations below we will suppress \(\gamma\) and refer to a doctrine just by \(C\).

Example 3.3.

1. The identity doctrine \((\text{Id}, \text{id})\).

   Observe that \(\text{id}_{\mathcal{A}}\) is the Yoneda embedding \(Y_{\mathcal{A}} : \mathcal{A} \to \mathcal{A}^{\text{op}}, \mathcal{V}\) for every category \(\mathcal{A}\).

2. Any KZ-doctrine of a free cocompletion under a class of colimits is a doctrine.

   More precisely, for every class \(C\) of small weights, we denote by \(\gamma_{\mathcal{A}} : \mathcal{A} \to C(\mathcal{A})\) the free cocompletion of \(\mathcal{A}\) under colimits weighted by members of \(C\). It is well-known that each \(\gamma_{\mathcal{A}}\) is fully faithful and dense.

3. When \(\mathcal{V} = \text{Set}\): the doctrine of quotients \((Q, \gamma)\), where \(Q(\mathcal{A})\) consists of quotients of representables in \(\mathcal{A}^{\text{op}}, \text{Set}\).

As a motivation of the definition of weakened representability we choose the existence of a factorization

\[
\begin{array}{c}
\mathcal{I} \\
\downarrow F^\uparrow \\
\mathcal{A} \\
\downarrow Y_{\mathcal{A}} \\
\mathcal{A}^{\text{op}}, \text{Set}
\end{array}
\]

where \(\mathcal{I}\) denotes the one-morphism (ordinary) category. Instead of representability of a (name of) a single functor \(F : \mathcal{A}^{\text{op}} \to \text{Set}\) we will however study weakened representability of \(G : \mathcal{M} \to [\mathcal{A}^{\text{op}}, \mathcal{V}]\). Weakened representability of such “diagrams of presheaves” will widen the scope of applications.
**Definition 3.4.** Let \((\mathcal{C}, \gamma)\) be a doctrine. A functor \(G : \mathcal{M} \to \mathcal{A}^{\text{op}}, \mathcal{V}\) is called representable relative to \((\mathcal{C}, \gamma)\) when there is a functor \(\text{rep}(G) : \mathcal{M} \to \mathcal{C}(\mathcal{A})\) and a natural isomorphism \(\alpha\):

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\text{rep}(G)} & \mathcal{C}(\mathcal{A}) \\
& \searrow \downarrow & \searrow \downarrow \\
G & \cong & \gamma_{\mathcal{A}} \cdot \text{rep}(G)
\end{array}
\]

The natural isomorphism \(\alpha : G \to \gamma_{\mathcal{A}} \cdot \text{rep}(G)\) is called the representation of \(G\).

**Remark 3.5.** In elementary terms, representability relative to \((\mathcal{C}, \gamma)\) means that

\[
GM \cong \mathcal{C}(\mathcal{A})(\gamma_{\mathcal{A}} \cdot \text{rep}(G) M)
\]

holds naturally in \(M\). Observe further that, if it exists, \(\text{rep}(G)\) is itself determined to within an isomorphism since \(\gamma_{\mathcal{A}}\) is fully faithful. For the same reason it suffices to speak only of values of \(\text{rep}(G)\) on objects.

**Example 3.6.**

1. Representability of \(G : \mathcal{I} \to \mathcal{A}^{\text{op}}, \mathcal{V}\) relative to \((\text{Id}, \text{id})\), where \(\mathcal{I}\) is the unit category, is the usual concept of representability of a single functor \(G^* = F : \mathcal{A}^{\text{op}} \to \mathcal{V}\).

2. When \(\mathcal{V} = \text{Set}\), representability of \(G : \mathcal{I} \to \mathcal{A}^{\text{op}}, \text{Set}\) relative to \(\mathcal{Q}\) is the concept of weak representability of \(G^* = F : \mathcal{A}^{\text{op}} \to \text{Set}\), see Example 1.1.

3. Representability of \(G = \tilde{F} : \mathcal{M} \to \mathcal{A}^{\text{op}}, \mathcal{V}\) for some \(F : \mathcal{A} \to \mathcal{M}\) relative to \((\mathcal{C}, \gamma)\) is precisely the notion of a \(\gamma^\mathcal{A}\)-comodel in the terminology of [K1]. Since in such a situation there is an isomorphism

\[
\mathcal{M}(FA, M) \cong \mathcal{C}(\mathcal{A})(\gamma_{\text{rep}(F)} A, \text{rep}(F) M)
\]

natural in \(M\) and \(A\), representability of \(\tilde{F}\) asserts the existence of an adjunction relative to \(\gamma_{\mathcal{A}}\), denoted by

\[
F : \dashv_{\gamma_{\mathcal{A}}} \text{rep}(\tilde{F})
\]

See also [Th].
The following theorem characterizes representability in the spirit of certain “absolute” colimits, compare with Theorem 4.80 of [K1].

**Theorem 3.7.** For $G : \mathcal{M} \to [\mathcal{A}^{op}, \mathcal{V}]$, the following are equivalent:

1. $G$ is representable relative to $(\mathcal{C}, \gamma)$.

2. The colimit $G \circ \gamma_{\mathcal{A}}$ of $\gamma_{\mathcal{A}} : \mathcal{A} \to \mathcal{C}(\mathcal{A})$ weighted by $G : \mathcal{M} \to [\mathcal{A}^{op}, \mathcal{V}]$ exists and is preserved by $\tilde{\gamma}_{\mathcal{A}}$ (i.e., the colimit $G \circ \gamma_{\mathcal{A}}$ is $\gamma_{\mathcal{A}}$-absolute in the terminology of Section 5.4 of [K1]).

Then $\text{rep}(G) \cong G \circ \gamma_{\mathcal{A}}$.

**Proof.** (1) implies (2): The functor $\text{rep}(G) : \mathcal{M} \to \mathcal{C}(\mathcal{A})$ together with the isomorphism

$$\mathcal{C}(\mathcal{A})(\text{rep}(G), X) \cong [\mathcal{A}^{op}, \mathcal{V}](\tilde{\gamma}_{\mathcal{A}} \text{rep}(G), \tilde{\gamma}_{\mathcal{A}} X) \cong [\mathcal{A}^{op}, \mathcal{V}](GM, \tilde{\gamma}_{\mathcal{A}} X),$$

naturally in $X$ and $M$, (where the first isomorphism is due to the fact that $\tilde{\gamma}_{\mathcal{A}}$ is fully faithful and the second is due to representability of $G$ w.r.t. $(\mathcal{C}, \gamma)$) exhibits $\text{rep}(G)$ as $G \circ \gamma_{\mathcal{A}}$. Moreover, this colimit is clearly preserved by $\tilde{\gamma}_{\mathcal{A}}$, since we have isomorphisms

$$\tilde{\gamma}_{\mathcal{A}}(G \circ \gamma_{\mathcal{A}}) \cong \tilde{\gamma}_{\mathcal{A}} \cdot \text{rep}(G) \cong G \cong Y \cong G \circ (\tilde{\gamma}_{\mathcal{A}} \gamma_{\mathcal{A}})$$

where we used that $(\tilde{\gamma}_{\mathcal{A}} \gamma_{\mathcal{A}}) \cong Y$, since $\gamma_{\mathcal{A}}$ is fully faithful dense.

(2) implies (1): This is trivial. Put $\text{rep}(G) = G \circ \gamma_{\mathcal{A}}$ and commutativity of (3.1) up to isomorphism follows from the fact that $G \circ \gamma_{\mathcal{A}}$ is preserved by $\tilde{\gamma}_{\mathcal{A}}$. □

**Remark 3.8.** The above theorem indeed reduces to Theorem 4.80 of [K1] when $(\mathcal{C}, \gamma)$ is the identity doctrine: if $\gamma_{\mathcal{A}} = \text{id}_{\mathcal{A}}$, every $(GM)^{op} : \mathcal{A} \to \mathcal{V}^{op}$ is a left Kan extension of itself along $\text{id}_{\mathcal{A}} : \mathcal{A} \to \mathcal{A}$ and such Kan extensions preserve $\text{id}_{\mathcal{A}}$-absolute colimits by Theorem 5.29 of [K1]. Hence every $(GM)^{op}$ preserves the colimit $G \circ \text{id}_{\mathcal{A}}$, which was to be proved.

### 4 Weakened Limit Notions

The relevance of classes of weighted (co)limits even in the case of $\mathcal{V} = \text{Set}$ has been discussed in detail in [AK]. In the rest of the paper whenever we speak of classes of (co)limits, we always have on mind a saturated class of small weights in the sense of [KS]. This means the following (we formulate it for classes of colimits, the case of limits is analogous):
Definition 4.1. The class $\mathcal{C}$ of small colimit weights is saturated if, for every small category $\mathcal{D}$, the class

$$\mathcal{C}[^{\mathcal{D}}] = \{W : \mathcal{D}^{\text{op}} \to \mathcal{Y} \mid W \in \mathcal{C}\}$$

considered as a full subcategory of $[\mathcal{D}^{\text{op}}, \mathcal{Y}]$ is a free cocompletion of $\mathcal{D}$ under $\mathcal{C}$-colimits.

The fact that we restrict ourselves to saturated classes is nothing grave: each class can be made saturated. Saturated classes, however, enjoy nice properties, e.g., one can prove the following ([KS]):

A presheaf $X : \mathcal{A}^{\text{op}} \to \mathcal{Y}$ belongs to $\mathcal{C}(\mathcal{A})$ if and only if there is a small $\mathcal{C}$-weight $W : \mathcal{D}^{\text{op}} \to \mathcal{Y}$ and a functor $J : \mathcal{D} \to \mathcal{A}$ such that $X \cong \text{Lan}_J W$.

Definition 4.2. For a weight $W : \mathcal{M} \to [\mathcal{D}, \mathcal{Y}]^{\text{op}}$ and a diagram $D : \mathcal{D} \to \mathcal{A}$, define a cylinder functor as follows

$$\text{Cyl}(W, D) : \mathcal{M} \to [\mathcal{A}^{\text{op}}, \mathcal{Y}]$$

M ↦ $[\mathcal{D}, \mathcal{Y}]^{\text{op}}(\hat{D}_-, WM)$

Recall that a limit $\{W, D\}$ of $D$ weighted by $W$ exists, if $\text{Cyl}(W, D)$ is representable in the usual sense, i.e., when there is a natural isomorphism

$$\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\cong} & \text{Cyl}(W, D) \\
\{W, D\} & \downarrow & \downarrow \\
\mathcal{A} & \xrightarrow{\gamma_\mathcal{M}} & [\mathcal{A}^{\text{op}}, \mathcal{Y}] \\
\end{array}$$

Definition 4.3. Provided $\text{Cyl}(W, D)$ is representable relative to $(\mathcal{C}, \gamma)$, we say that a limit of $D$ weighted by $W$ exists relative to $(\mathcal{C}, \gamma)$. The functor $\text{rep}(\text{Cyl}(W, D)) : \mathcal{M} \to \mathcal{C}(\mathcal{A})$ is then denoted by $\{W, D\}_{(\mathcal{C}, \gamma)}$:

$$\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\cong} & \text{Cyl}(W, D) \\
\{W, D\}_{(\mathcal{C}, \gamma)} & \downarrow & \downarrow \\
\mathcal{C}(\mathcal{A}) & \xrightarrow{\gamma_\mathcal{A}} & [\mathcal{A}^{\text{op}}, \mathcal{Y}] \\
\end{array}$$ (4.1)

Limits relative to $(\mathcal{C}, \gamma)$ are limits of representables in $\mathcal{C}(\mathcal{A})$, as the next result shows:
Lemma 4.4. For any weight $W : \mathcal{M} \rightarrow [\mathcal{D}, \mathcal{V}]$ and any diagram $D : \mathcal{D} \rightarrow \mathcal{A}$ the isomorphism

$\{W, D\}_{(\mathcal{C}, \gamma)} \cong \{W, \gamma \circ D\} : \mathcal{M} \rightarrow \mathcal{C}(\mathcal{A})$

holds, either side existing when the other does.

Proof. Let $W : \mathcal{M} \rightarrow [\mathcal{D}, \mathcal{V}]$ be a weight and let $D : \mathcal{D} \rightarrow \mathcal{A}$ be a diagram. Since $\gamma$ is fully faithful we have an isomorphism

$[\mathcal{D}, \mathcal{V}] \cong [\hat{D} \circ \gamma, W M]$

natural in $m$ and $A$, which proves:

1. In case $\{W, D\}_{(\mathcal{C}, \gamma)}$ exists:

$\mathcal{C}(\mathcal{A})(\gamma \circ A, \{W, D\}_{(\mathcal{C}, \gamma)}M) \cong \text{Cyl}(W, D)(M)(A)$

$\cong [\mathcal{D}, \mathcal{V}] \circ [\hat{D} \circ \gamma, W M]$

Thus $\{W, \gamma \circ D\}$ exists and is isomorphic to $\{W, D\}_{(\mathcal{C}, \gamma)}$.

2. In case $\{W, \gamma \circ D\}$ exists:

$\mathcal{C}(\mathcal{A})(\gamma \circ A, \{W, \gamma \circ D\}_{M}) \cong [\mathcal{D}, \mathcal{V}] \circ [\hat{D} \circ \gamma, W M]$

$\cong [\mathcal{D}, \mathcal{V}] \circ [\hat{D} \circ A, W M]$

Hence $\{W, D\}_{(\mathcal{C}, \gamma)}$ exists and is isomorphic to $\{W, \gamma \circ D\}$.

Notation 4.5. By $\mathbb{L}$ we denote a saturated doctrine of free completion under small limits of a certain class and by $\lambda : \mathcal{A} \rightarrow \mathbb{L}(\mathcal{A})$ we denote the fully faithful codense embedding into a free $\mathbb{L}$-completion of $\mathcal{A}$.

Definition 4.6. A small weight $W : \mathcal{M} \rightarrow [\mathcal{D}, \mathcal{V}]$ (i.e., one where both $\mathcal{M}$ and $\mathcal{D}$ are small) is called an $\mathbb{L}$-weight provided it factors through $\lambda : \mathbb{L}(\mathcal{D}) \rightarrow [\mathcal{D}, \mathcal{V}]$.

Now comes the main result of this section.

Theorem 4.7. For any $\mathcal{A}$ the following are equivalent:

1. $\mathcal{A}$ is $\mathbb{L}$-complete relative to $(\mathcal{C}, \gamma)$, i.e., $\{W, D\}_{(\mathcal{C}, \gamma)}$ exists for any $\mathbb{L}$-weight $W$ and any diagram $D$. 
2. \( C(\mathcal{A}) \) has \( L \)-limits of representables.

3. There is an adjunction \( \lambda_{\mathcal{A}} \dashv \gamma_{\mathcal{A}} : \text{rep}(\tilde{\mathcal{A}}) \to C(\mathcal{A}) \).

If, moreover, \( C \) is a colimit doctrine, the above are further equivalent to

4. For every object \( X \) in \( L(\mathcal{A}) \) there is a \( C \)-weight \( W_X : \mathcal{A}^{\text{op}} \to \mathcal{V} \) and a diagram \( J_X : \mathcal{X}_X \to \mathcal{A} \) such that the isomorphism

\[
L(\mathcal{A})(\lambda_{\mathcal{A}} A, X) \cong \int_{K \in \mathcal{X}_X^{\text{op}}} W_X K \otimes \mathcal{A}(A, J_X K) \tag{4.2}
\]

holds.

5. There is an honest adjunction \( C(\lambda_{\mathcal{A}}) \dashv R : CL(\mathcal{A}) \to C(\mathcal{A}) \) with \( R \) preserving \( C \)-colimits.

**Proof.** (1) implies (2): Use Lemma 4.4.

(2) implies (3): It suffices to define the desired functor \( L(\mathcal{A}) \to C(\mathcal{A}) \) on objects. To this end, express an object \( X \) as a limit \( \{ W, \lambda_{\mathcal{A}} D \} : I \to L(\mathcal{A}) \) for some small \( L \)-weight \( W : I \to \left[ D, \mathcal{V} \right]^{\text{op}} \) and a diagram \( D : \mathcal{D} \to \mathcal{A} \). (Here, \( I \) denotes the category on one object \( \ast \) with \( I(\ast, \ast) = I \).

Using Lemma 4.4 there exists a limit \( \{ W, \gamma_{\mathcal{A}} D \} : I \to \mathcal{C}(\mathcal{A}) \). The assignment

\[
\{ W, \lambda_{\mathcal{A}} D \}(\ast) \mapsto \{ W, \gamma_{\mathcal{A}} D \}(\ast)
\]

is the object assignment of a functor \( L(\mathcal{A}) \to \mathcal{C}(\mathcal{A}) \) that clearly is a right adjoint to \( \lambda_{\mathcal{A}} \) relative to \( \gamma_{\mathcal{A}} \).

(3) implies (1): Suppose \( W : \mathcal{M} \to \left[ \mathcal{D}, \mathcal{V} \right]^{\text{op}} \) is an \( L \)-weight and \( D : \mathcal{D} \to \mathcal{A} \) a diagram. Since \( L(\mathcal{A}) \) has \( L \)-limits, there is a natural isomorphism

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\text{Cyl}(W, \lambda_{\mathcal{A}} D)} & \mathcal{C}(\mathcal{A}) \\
\{ W, \lambda_{\mathcal{A}} D \} & \cong & \left[ L(\mathcal{A}), \mathcal{A}^{\text{op}}, \mathcal{V} \right] \\
\left[ L(\mathcal{A}), \mathcal{A}^{\text{op}}, \mathcal{V} \right] & \xleftarrow{\text{rep}(\tilde{\lambda}_{\mathcal{A}})} & \mathcal{C}(\mathcal{A})
\end{array}
\]

Since \( [\lambda_{\mathcal{A}}^{\text{op}}, \mathcal{V}] : Y_{L(\mathcal{A})} = \tilde{\lambda}_{\mathcal{A}} \), we have the square

\[
\begin{array}{ccc}
L(\mathcal{A}) & \xrightarrow{Y_{L(\mathcal{A})}} & [L(\mathcal{A})^{\text{op}}, \mathcal{V}] \\
\text{rep}(\tilde{\lambda}_{\mathcal{A}}) & \cong & [\lambda_{\mathcal{A}}^{\text{op}}, \mathcal{V}] \\
\mathcal{C}(\mathcal{A}) & \xrightarrow{\gamma_{\mathcal{A}}} & [\mathcal{A}^{\text{op}}, \mathcal{V}]
\end{array}
\]
and by pasting with the above triangle we obtain

\[
\begin{array}{c}
\begin{array}{c}
\mathcal{M}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\{W, \lambda_A D\}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{Cyl}(W, \lambda_A D)
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\cong
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{L}(s')
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{Y}_{L, (s')}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{[L}(s')^{op}, s']
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\cong
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{rep}(\lambda_{s'})
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{C}(s')
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\gamma_{s'}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{[s']^{op}, s']}
\end{array}
\end{array}
\end{array}
\end{array}
\]

The proof will be finished once we show that

\[[\lambda_{s'}^{op}, s'] : \mathsf{Cyl}(W, \lambda_A D) \cong \mathsf{Cyl}(W, D)\]

holds. But this is straightforward:

\[
[\lambda_{s'}^{op}, s'](\mathsf{Cyl}(W, \lambda_A D)m) = [\mathcal{D}, s']^{op}(\widetilde{\lambda_A D}\lambda_A -, Wm) \\
\cong [\mathcal{D}, s']^{op}(\widetilde{D} -, Wm) \\
= \mathsf{Cyl}(W, D)(m)
\]

where the isomorphism is due to the fact that \(\lambda_A\) is fully faithful.

(3) is equivalent to (4), since the latter condition just asserts that \(\widetilde{\lambda_{s'}}\) lands in \(\mathsf{C}(s')\).

(3) implies (5): Define \(R = \mathsf{Lan}_{\gamma_{s'}}(\mathsf{rep}(\lambda_{s'})) : \mathsf{C}(s') \rightarrow \mathsf{CL}(s')\). Then \(R\) preserves \(\mathsf{C}\)-colimits by definition and the adjunction \(\mathsf{C}(\lambda_{s'}) \dashv R\) follows from \(\lambda_{s'} \dashv \gamma_{s'} \mathsf{rep}(\lambda_{s'})\) and the properties of left Kan extensions.

(5) implies (3): The restriction \(R \cdot \gamma_{s'} : \mathsf{L}(s') \rightarrow \mathsf{C}(s')\) clearly makes the diagram

\[
\begin{array}{c}
\begin{array}{c}
\mathsf{L}(s')
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
R \cdot \gamma_{s'}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathsf{C}(s')
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\gamma_{s'}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
[s']^{op}, s']}
\end{array}
\end{array}
\end{array}
\]

commutative.

\(\Box\)

**Remark 4.8.** Observe that \(\mathsf{C}(\lambda_{s'}) : \mathsf{C}(s') \rightarrow \mathsf{CL}(s')\) is always fully faithful, thus, by Theorem 4.7, for every category \(s'\) that is \(\mathsf{L}\)-complete relative to \(\mathsf{C}\), the category \(\mathsf{C}(s')\) has those limits that \(\mathsf{CL}(s')\) has.
Remark 4.9. The implication (2) ⇒ (5) above is used implicitly in the proof of Theorem 3.8 of [DL] for the case $\mathbb{C} = \text{small colimits}$ and $\mathbb{L} = \text{small limits}$.

Example 4.10. In this example we fix $\mathcal{V} = \text{Set}$ and recover the plurilimit concept of [KRV] as finite completeness relative to finite cocompleteness.

To prove it, denote by $\mathbb{C} = \text{colex}$ the doctrine of finite colimits and by $\mathbb{L} = \text{lex}$ the doctrine of finite limits. More precisely, colex-weights are those functors $W : \mathcal{K}^{\text{op}} \to \text{Set}$ where the category $\mathcal{K}$ is finite and every $W_K$ is a finite set.

Condition (4.2) of Theorem 4.7 then says the following:

For every object $X$ in $\text{lex}(\mathcal{A})$ there exist a finite weight $W_X : \mathcal{K}^{\text{op}} \to \text{Set}$ and a functor $J_X : \mathcal{K} \to \mathcal{A}$ such that the isomorphism

$$\text{lex}(\mathcal{A})(\lambda_{\mathcal{A}} A, X) \cong \int_{K \in \mathcal{K}} W_K \times \mathcal{A}(A, J_X K)$$

holds.

This is precisely the concept of a plurilimit: an object $X$ is a finite limit of representables $X = \lim_i \mathcal{A}(A_i, -)$ and every $W_D K'$ is a finite set of cones for $A_i$'s having $J_X K'$ as a vertex. More precisely, every element of $W_X K'$ is such a cone by virtue of the map

$$W_X K' \cong \int_{K \in \mathcal{K}} W_K \times \mathcal{A}(K', K) \to \int_{K \in \mathcal{K}} W_K \times \mathcal{A}(J_X K', J_X K) \cong \text{lex}(\mathcal{A})(\lambda_{\mathcal{A}} J_X K', X)$$

where the first isomorphism is due to Yoneda lemma, the second map is given by the action of $J_X$ on hom-sets, and the final isomorphism is an instance of (4.2) for $A := J_X K'$.

Having identified the elements of $W_X$ as a (finite!) family of distinguished cones for $A_i$'s, we see that the isomorphism (4.2) says that every cone for $A_i$'s having $A$ as a vertex factors through some distinguished cone and every two such factorizations are connected via a zig-zag in $\mathcal{K}$.

Thus, condition (4) of Theorem 4.7 expresses precisely the concept of a plurilimit of a finite diagram, as defined in [KRV].

Example 4.11. Take $\mathbb{C} = \text{colim}$, the doctrine of all small colimits, and $\mathbb{L} = \text{lim}$, the doctrine of all small limits (i.e., $\text{lim}(\mathcal{A}) = \text{colim}(\mathcal{A}^{\text{op}})^{\text{op}}$), then $\mathcal{A}$ is lim-complete relative to colim if and only if the Isbell conjugate $\text{lim}(\mathcal{A})(\lambda_{\mathcal{A}} -, F) : \mathcal{A}^{\text{op}} \to \mathcal{V}$ of any small $F : \mathcal{A} \to \mathcal{V}$ is small.
Example 4.12. Left-coherent rings. Here we take \( \mathcal{V} = \text{Ab} \), \( \mathcal{C} = \text{colex} \) the doctrine of finite Ab-colimits and \( \mathbb{L} = \text{lex} \) the doctrine of finite Ab-limits. Thus, to be a colex-weight \( W : \mathcal{K}^{\text{op}} \rightarrow \text{Ab} \) means that \( \mathcal{K} \) has finitely many objects and each \( \mathcal{K}(K, K') \) and each \( WK \) is an finitely presentable Abelian group. The lex-weights are characterized in the same way.

Let \( R \) be a ring with a unit, considered as an Ab-category \( \mathcal{R} \) on one object in the usual way. Then condition (3) of Theorem 4.7 translates as the condition that the \( R \)-duality functor \( \text{Hom}(-, R) \) restricts to a functor from the category of finitely presentable right \( R \)-modules to the category of finitely presentable left \( R \)-modules. Thus, by (the dual of) Proposition 1 of [C] we obtain the result

A ring \( R \) is left-coherent if and only if the category \( \mathcal{R} \) is lex-complete relative to colex.

The following is well-known in additive category theory but indicates the applicability of Theorem 4.7. Recall from [Be], Corollary 3.2 and Corollary 3.9 that colex \( \mathcal{A} \), in the sense of Example 4.12 above, is the free cocompletions of \( \mathcal{A} \) under cokernels. Also recall from [Kr], Lemma 1.6(1), that for an additive \( \mathcal{A} \) we have colex lex \( \mathcal{A} \cong \text{lex colex} \mathcal{A} \). Hence our Theorem 4.7 ((3) implies (5)) yields:

Corollary 4.13. If \( \mathcal{A} \) is a (right) coherent additive category (i.e., \( \mathcal{A} \) has weak kernels), then its completion colex \( \mathcal{A} \) under cokernels has kernels (hence is Abelian).

5 Limits of Representables in Free Cocompletions

The proof of the following result is trivial.

Proposition 5.1. If \( \mathbb{C}(\mathcal{A}) \) has \( \mathbb{L} \)-limits and \( \overline{\gamma}_{\mathcal{A}} \) preserves them, then \( \mathcal{A} \) is \( \mathbb{L} \)-complete relative to \( \mathbb{C} \).

Remark 5.2. The converse of the preceding proposition does not hold in general, see Example 5.4 of [KRV] for a category \( \mathcal{A} \) having finite limits such that \( \mathbb{C}(\mathcal{A}) \), the cocompletion of \( \mathcal{A} \) under finite colimits, does not have finite limits. See, however, Theorem 5.4 below.

Recall that a lifting \( \mathbb{C}^* \) of \( \mathbb{C} \) to the category \( \mathcal{V}\text{-CAT}^\mathbb{L} \) of \( \mathbb{L} \)-algebras is a natural isomorphism

\[
\begin{CD}
\mathcal{V}\text{-CAT}^\mathbb{L} @>{\mathbb{C}^*}>> \mathcal{V}\text{-CAT}^\mathbb{L} \\
U^\mathbb{L}@. @AAA \\
\mathcal{V}\text{-CAT} @>{\mathbb{C}}>> \mathcal{V}\text{-CAT}
\end{CD}
\] (5.1)
Such a lifting is well-known to be equivalent to the existence of a pseudonatural transformation $\delta : \mathcal{L}\mathcal{C} \to \mathcal{C}\mathcal{L}$ satisfying the following two axioms: the diagrams

\[
\begin{array}{ccc}
\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\delta_{\mathcal{A}}} & \mathcal{C}\mathcal{L}(\mathcal{A}) \\
\downarrow \lambda_{\mathcal{C}(\mathcal{A})} & \cong & \downarrow \mathcal{C}(\lambda_{\mathcal{A}}) \\
\mathcal{C}(\mathcal{A}) & & 
\end{array}
\] (5.2)

\[
\begin{array}{ccc}
\mathcal{L}\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\mathcal{L}\delta_{\mathcal{A}}} & \mathcal{L}\mathcal{C}\mathcal{L}(\mathcal{A}) \\
\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\mathcal{L}\delta_{\mathcal{A}}} & \mathcal{C}\mathcal{L}(\mathcal{A}) \\
\downarrow m_{\mathcal{C}(\mathcal{A})} & \cong & \downarrow \mathcal{C}(m_{\mathcal{A}}) \\
\mathcal{C}(\mathcal{A}) & \xrightarrow{\delta_{\mathcal{A}}} & \mathcal{C}(\mathcal{A})
\end{array}
\] (5.3)

are commutative to within an isomorphism, satisfying some coherence conditions, see Section 5.2 of [Ta]. We call such data a lifting law of $\mathcal{C}$ to $\mathcal{L}$.

There are cases, however, when the above axioms boil down to just one triangle, since $\mathcal{L}$ is co-KZ by [PCW]:

**Lemma 5.3.** If every instance of the triangle of (5.2) is a right Kan extension, then the right-hand square commutes to within an isomorphism and we have a lifting law.

**Proof.** Define the isomorphism in the right-hand square as the extension of the identity 2-cell on $\delta_{\mathcal{A}}$ along $\lambda_{\mathcal{L}\mathcal{C}(\mathcal{A})} : \mathcal{L}\mathcal{C}(\mathcal{A}) \to \mathcal{L}\mathcal{L}\mathcal{C}(\mathcal{A})$:

\[
\begin{array}{ccc}
\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\delta_{\mathcal{A}}} & \mathcal{C}\mathcal{L}(\mathcal{A}) \\
\downarrow \lambda_{\mathcal{L}\mathcal{C}(\mathcal{A})} & \cong & \downarrow \mathcal{C}(\lambda_{\mathcal{A}}) \\
\mathcal{C}(\mathcal{A}) & & 
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{L}\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\mathcal{L}\delta_{\mathcal{A}}} & \mathcal{L}\mathcal{C}\mathcal{L}(\mathcal{A}) \\
\mathcal{L}\mathcal{C}(\mathcal{A}) & \xrightarrow{\mathcal{L}\delta_{\mathcal{A}}} & \mathcal{C}\mathcal{L}(\mathcal{A}) \\
\downarrow m_{\mathcal{C}(\mathcal{A})} & \cong & \downarrow \mathcal{C}(m_{\mathcal{A}}) \\
\mathcal{C}(\mathcal{A}) & \xrightarrow{\delta_{\mathcal{A}}} & \mathcal{C}(\mathcal{A})
\end{array}
\]

(This is can be done: all morphisms in the square preserve $\mathcal{L}$-limits — $\mathcal{C}(m_{\mathcal{A}})$ does since it is a $\mathcal{C}$-image of a right adjoint $m_{\mathcal{A}}$, and $\delta_{\mathcal{L}(\mathcal{A})}$ preserves $\mathcal{L}$-limits, since it arises as a right Kan extension.)

The lifted pseudofunctor $\mathcal{C}^*$ sends an algebra $(\mathcal{A}, a)$ to $(\mathcal{C}(\mathcal{A}), \mathcal{C}(a)\delta_{\mathcal{A}})$, as usual.

We obtain thus the following:
Theorem 5.4. The following are equivalent:

1. Every \( C(\mathcal{A}) \) has \( L \)-limits whenever \( \mathcal{A} \) has \( L \)-limits.

2. Every \( C(\mathcal{A}) \) has \( L \)-limits whenever \( \mathcal{A} \) is \( L \)-complete relatively to \( C \).

3. Every \( CL(\mathcal{A}) \) has \( L \)-limits.

4. There exists a lifting law \( \delta : LC \rightarrow CL \) of \( C \) to \( L \).

Proof. For the implication (1) \( \Rightarrow \) (2) use Remark 4.8 and the implication (2) \( \Rightarrow \) (3) is trivial.

(3) \( \Rightarrow \) (4): Define \( \delta_{\mathcal{A}} : LC(\mathcal{A}) \rightarrow CL(\mathcal{A}) \) as a right Kan extension of \( C(\lambda_{\mathcal{A}}) \) along \( \lambda_{CL(\mathcal{A})} \) (it exists, since \( CL(\mathcal{A}) \) is assumed to have \( L \)-limits). Then use Lemma 5.3.

(4) \( \Rightarrow \) (1): \( L \)-algebras are precisely the categories having \( L \)-limits and the lifting \( \delta \) gives us the square (5.1). Thus, if \( \mathcal{A} \) has \( L \)-limits, so does every \( C(\mathcal{A}) \), being the \( C^{*} \)-image of an \( L \)-algebra \( \mathcal{A} \).

Corollary 5.5. The equivalent conditions of Theorem 5.4 are satisfied in the presence of an honest full distributive law \( \delta : LC \rightarrow CL \).

Example 5.6. Let \( \mathcal{V} = Set \) and \( L \) be the doctrine of small limits and \( C \) the doctrine of small \( D \)-filtered colimits for a sound limit doctrine \( D \) in the sense of [ABLR].

Then, as proved in Theorem 6.3 of [ABLR], there is a distributive law \( \delta : LC \rightarrow CL \). By choosing various sound limits doctrines \( D \) we obtain the following results:

1. Corollary 3.9 of [DL]: In case \( D \) is empty, \( C \) is the doctrine colim of all small colimits.
   Hence \( \text{colim}(\mathcal{A}) \), the category of small presheaves on \( \mathcal{A} \), has small limits, whenever \( \mathcal{A} \) does.

2. In case \( D \) is the doctrine of \( \alpha \)-small limits, \( C \) is the doctrine of \( \alpha \)-filtered colimits in the usual sense.
   Hence \( C(\mathcal{A}) \), the \( \alpha \)-inductive cocompletion of \( \mathcal{A} \), has small limits, whenever \( \mathcal{A} \) has small limits.

3. In case \( D \) is the doctrine of finite products, \( C \) is the doctrine of sifted colimits (see [ABLR]).
   Hence \( C(\mathcal{A}) \), the cocompletion of \( \mathcal{A} \) under sifted colimits, has small limits, whenever \( \mathcal{A} \) has them. (Categories of the form \( C(\mathcal{A}) \) are called generalized varieties in [AR2].)
4. In case \( \mathbb{D} \) is the doctrine of finite connected limits, \( \mathbb{C} \) is the doctrine of small coproducts of filtered categories (see [ABLR]).

Hence \( \mathbb{C}(\mathcal{A}) = \text{Fam}(\text{Ind}(\mathcal{A})) \) has small limits, whenever \( \mathcal{A} \) does.

**Remark 5.7.** In view of Theorems 4.7 and 5.4, the cases (2), (3) and (4) of Example 5.6 have the expected generalizations over a base \( \mathcal{V} \), at least when \( \mathcal{V} \) is cartesian closed. Details will appear elsewhere.

### 6 Monoidal Structures on \( \mathbb{C}(\mathcal{A}) \)

The results of this section are easy generalizations of results from Section 7 of [DL].

Recall that *promonoidal structure* on \( \mathcal{A} \) consists of a pair \( P : \mathcal{A} \otimes \mathcal{A} \to [\mathcal{A}^{\text{op}}, \mathcal{V}] \) and \( J : \mathcal{I} \to [\mathcal{A}^{\text{op}}, \mathcal{V}] \) satisfying associativity and unit constraints up to coherent isomorphisms, see [D]. In fact, the axioms express exactly the fact that the triple \( (\mathcal{A}, P, J) \) (called a *promonoidal category*) is exactly a pseudomonoid in the monoidal bicategory MOD of modules, see [DS].

**Definition 6.1.** A promonoidal category \( (\mathcal{A}, P, J) \) is called \( \mathbb{C} \)-representable if both \( P \) and \( J \) are functors representable relatively to \( \mathbb{C} \).

**Example 6.2.**

1. If we take the identity doctrine \( \text{Id} \) for \( \mathbb{C} \), then \( \text{Id} \)-representable promonoidal categories \( (\mathcal{A}, P, J) \) are precisely the monoidal categories \( (\mathcal{A}, \Box, E) \), since we must have representations

\[
\begin{array}{ccc}
\mathcal{A} \otimes \mathcal{A} & \xrightarrow{\cong} & [\mathcal{A}^{\text{op}}, \mathcal{V}] \\
\Box & \xrightarrow{\cong} & [\mathcal{A}^{\text{op}}, \mathcal{V}] \\
\mathcal{A} & \xrightarrow{\cong} & [\mathcal{A}^{\text{op}}, \mathcal{V}] \\
\end{array}
\]

The associativity and unit constraints on \( P, J \) then assert precisely that \( (\mathcal{A}, \Box, E) \) is a monoidal category.

2. Clearly, every monoidal category \( (\mathcal{A}, \Box, E) \) is \( \mathbb{C} \)-representable promonoidal, for every doctrine \( (\mathbb{C}, \gamma) \).

3. If we take colim (the doctrine of all small colimits) for \( \mathbb{C} \), then colim-representable promonoidal categories are precisely promonoidal categories with both \( P \) and \( J \) small, see [DL].
Given a promonoidal category \((\mathcal{A}, P, J)\), there is a canonical \textit{convolution monoidal structure} on \([\mathcal{A}^{\text{op}}, \mathcal{V}]\), provided each coend

\[ F \otimes_P G = \int^{A,B} P(-; A, B) \otimes FA \otimes GB, \quad F, G \text{ in } [\mathcal{A}^{\text{op}}, \mathcal{V}] \]

exists in \([\mathcal{A}^{\text{op}}, \mathcal{V}]\). Then \(\otimes_P\) is a tensor product on \([\mathcal{A}^{\text{op}}, \mathcal{V}]\) having \(J(*) : \mathcal{A}^{\text{op}} \rightarrow \mathcal{V}\) as a unit. See [D].

**Lemma 6.3.** The following facts are equivalent:

1. \(\mathcal{C}(\mathcal{A})\) has a monoidal structure.
2. \(\mathcal{A}\) has a \(\mathcal{C}\)-representable promonoidal structure \(P, J\).

Moreover, every monoidal structure on \(\mathcal{C}(\mathcal{A})\) is a convolution monoidal structure for some \(\mathcal{C}\)-representable promonoidal structure on \(\mathcal{A}\).

**Proof.** (1) implies (2): Suppose \((\mathcal{C}(\mathcal{A}), \otimes, J)\) is a monoidal category. Define \(P' : \mathcal{A} \otimes \mathcal{A} \rightarrow \mathcal{C}(\mathcal{A})\) as the restriction of the tensor product

\[-\square- : \mathcal{C}(\mathcal{A}) \otimes \mathcal{C}(\mathcal{A}) \rightarrow \mathcal{C}(\mathcal{A})\]

along \(\gamma_{\mathcal{A}} \otimes \gamma_{\mathcal{A}}\) and put \(P = \hat{\gamma}_{\mathcal{A}} P' : \mathcal{A} \otimes \mathcal{A} \rightarrow [\mathcal{A}^{\text{op}}, \mathcal{V}]\). Then \((\mathcal{A}, P, J)\) is promonoidal and \(\mathcal{C}\)-representable.

(2) implies (1): Let the following diagrams

\[
\begin{array}{ccc}
\mathcal{A} \otimes \mathcal{A} & \xrightarrow{P'} & \mathcal{C}(\mathcal{A}) \\
\downarrow{\gamma_{\mathcal{A}}} & & \downarrow{\hat{\gamma}_{\mathcal{A}}} \\
[\mathcal{A}^{\text{op}}, \mathcal{V}] & \xrightarrow{J'} & [\mathcal{A}^{\text{op}}, \mathcal{V}] \\
\end{array}
\]

commutative to within isomorphisms witness \(\mathcal{C}\)-representability of a promonoidal category \((\mathcal{A}, P, J)\).

Define \(- \otimes_P - : \mathcal{C}(\mathcal{A}) \otimes \mathcal{C}(\mathcal{A}) \rightarrow \mathcal{C}(\mathcal{A})\) to be the colimit of \(P' : \mathcal{A} \otimes \mathcal{A} \rightarrow \mathcal{C}(\mathcal{A})\) weighted by

\[ W : \mathcal{C}(\mathcal{A}) \otimes \mathcal{C}(\mathcal{A}) \rightarrow [(\mathcal{A} \otimes \mathcal{A})^{\text{op}}, \mathcal{V}], \quad (F, G) \mapsto ((A, B) \mapsto FA \otimes GB) \]

This colimit clearly exists (it exists pointwise, in fact, \(W\) is a \(\mathcal{C}\)-weight) and it defines a (convolution) tensor product, since \((\mathcal{A}, P, J)\) was promonoidal. Thus, \((\mathcal{C}(\mathcal{A}), \otimes_P, J')\) is a monoidal category.

The last assertion is obvious. 

\(\square\)
Remark 6.4. By adapting the results of Brian Day [D], the closedness of the convolution monoidal structure on $\mathcal{C}(\mathcal{A})$ would require the existence of certain limits in $\mathcal{C}(\mathcal{A})$ preserved by $\tilde{\gamma}_\mathcal{A}$. Clearly, such limits need not exist in $\mathcal{C}(\mathcal{A})$: take the identity doctrine for $\mathcal{C}$ and any monoidal category $\mathcal{A}$ that is not closed.
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Abstract

Dans leurs précédents travaux [17, 18, 19], les auteurs ont proposé une théorie générale des schémas de programmes récursifs et de leurs solutions. Ces travaux généralisaient des approches plus anciennes, qui utilisaient les ensembles ordonnés ou les espaces métriques en offrant une théorie utilisant le concept de coalgèbre finale, d’algèbre d’Elgot, et une grande partie de ce que l’on sait à leur sujet. La théorie donnait l’existence et l’unicité des solutions de schémas de programmes récursifs non interprétés très généraux. En outre, nous donnions aussi une théorie des solutions interprétées. Cet article poursuit le développement de la théorie. Il fournit des principes généraux qui sont utilisés pour montrer que deux schémas de programmes récursifs dans notre sens ont les solutions non interprétées identiques ou liées, ou qu’ils ont des solutions correctement liées à l’interprétation, identiques ou liées.

1 Introduction

The theory of recursive program schemes (rps’s) is concerned with function definitions such as

\[ f(n) \equiv \text{ifzero}(n, \text{one}, f(\text{pred}(n)) \ast n). \]  

(1)

The intention is that (1) be a definition of the factorial function on the natural numbers in terms of other functions (ifzero, one, pred, and *) which are known to exist before one writes (1). There are several aspects of the theory, including the study of several kinds of semantics for schemes, connections with operational semantics and
rewriting, and questions of the equivalence of functions defined by various kinds of recursive program schemes. For example, using the fact that multiplication is commutative, it should be the case that

\[ g(n) \approx \text{ifzero}(n, \text{one}, n \ast g(\text{pred}(n))) \]  

(2)

again defines the factorial function. This kind of fact goes back very far. One early source is Burstall and Darlington [7]. They write, “We may transform an equation by using on its right-hand expression any laws we have about the primitives \( k, l, \ldots \) (commutativity, associativity, etc.), obtaining a new equation.”

Though it produced sources such as Courcelle [9], Guessarian [10], and Nivat [23], the area is no longer as active as it once was. The authors of this paper proposed in [17, 18, 19] a category-theoretic generalization of part of the theory, including treatments of uninterpreted and interpreted recursion. The goal is to work with as few assumptions as possible and to obtain a theory that covers as much as possible in terms of standard examples and treatments of recursion. To see what has been done, it is useful to make a digression to a form of recursion that differs from what we have seen with the factorial function in (1) above.

Let \( C(I) \) be the set of non-empty compact subsets of the unit interval \( I = [0, 1] \). We shall be interested in several operations on \( C(I) \):

\[
\begin{align*}
  s^* & = \{1 - x : x \in s\} \\
  E(s, t) & = \frac{1}{3}s \cup \left( \frac{2}{3} + \frac{1}{3}t \right) \\
  F(s, t) & = E(s, t^*) \\
  G(s) & = \frac{1}{3} + \frac{1}{3}s
\end{align*}
\]

(3)

Here \( \frac{1}{3}s = \{\frac{1}{3}x : x \in s\} \), and adding a number like \( \frac{1}{3} \) or \( \frac{2}{3} \) to a given set means adding the number to each element of it. So \( G(s) \) is like \( s \) but linearly squashed to the interval \( \left[ \frac{1}{3}, \frac{2}{3} \right] \). We shall be interested in functions on \( C(I) \) defined in terms of \( E, F, \) and \( G \) by fixed-point equations or systems, such as

\[ \varphi(s) \approx E(s, \varphi(s)) \]  

(4)

This is not a recursion as it is usually studied: there are no base cases. However, it turns out that there is a unique \( \varphi^\dagger : C(I) \rightarrow C(I) \) with these properties; moreover, \( \varphi^\dagger \) is continuous when \( C(I) \) is taken to be a metric space under the Hausdorff metric. (We review the definition in Example 2.19(iii).) This falls out as a special case of our theory from [17, 18, 19]. In fact, we treat (4) as an interpreted solution of a very general form of recursive program scheme. Again, the main goal of our work has been to put forward a theory of these general recursive program schemes, their uninterpreted solutions, and also their interpreted solutions.
The theory is not about metric spaces or topology, or even about functions on the natural numbers. It is much more abstract, calling on ideas originating in recent work in the field of coalgebra. In discussions of examples such as (4), all of the topological work would go into showing that various spaces, maps, and functors have certain very general properties; after that, the general theory takes over and one need not look at the particular metric, or prove anything by recursion, etc. To see some of the subtlety, note that \( \chi(s) \approx G(\chi(s)) \) has a unique solution: \( \chi^\dagger(s) = \{ \frac{1}{2} \} \) for all \( s \). However, \( \chi(s) \approx \chi(s)^* \) has many solutions.

What is new in this paper is the consideration of equational properties of solutions. To see what this is about, we consider (4) and an analogous function \( \psi(s) \) given by

\[
\psi(s) \approx E(\psi(s), s)
\]  

(5)

A few moments of thought shows that the following equation should hold:

\[
\varphi^\dagger(s)^* = \psi^\dagger(s^*)
\]  

(6)

One hint that (6) is true comes from the observation that \( E(s^*, t^*) = E(t, s)^* \). Assuming that \( \varphi^\dagger(s)^* = \psi^\dagger(s^*) \), we conclude that

\[
\varphi^\dagger(s)^* = E(\varphi^\dagger(s), s)^* = E(s^*, \varphi^\dagger(s)^*) = E(s^*, \psi^\dagger(s^*)) = \psi^\dagger(s^*).
\]

But this is as circular as can be! (Correct reasoning may be found in Example 2.23.)

Here is another example: it is easy to check that

\[
F(F(s, t), F(t, s)) = E(F(s, t), F(s, t))
\]

And from this and the principle we quoted above in connection with Burstall and Darlington [7] it should follow that the two functions defined below are equal:

\[
\varphi(s) \approx F(F(s, \varphi(s)), F(\varphi(s), s))
\]

\[
\psi(s) \approx E(F(s, \psi(s)), F(s, \psi(s)))
\]

One very specific goal of our work would be to show that the two functions just above are indeed equal.

**Contents.** The next section is a summary of our previous work on recursive program schemes. Although it may look long as a summary, we have cut all the corners and only provided those definitions, results, and examples that are needed in the rest of this paper. In addition, we re-arranged the order in which topics are introduced at several places, because this seemed to make for a shorter presentation. Accordingly,
Section 2 would not be a good way to learn the theory. Section 3 presents the laws of \textit{first-order recursion} as a kind of preparation for the work of the rest of the paper. Section 4 is a treatment of several of the main laws of recursive program scheme solutions in the uninterpreted setting, where one works with infinite trees only. On our account as well as on the classical one, this study is needed before we can tackle the more interesting case of equations on interpreted settings (Section 5); these are the kinds of things we presented in our opening discussion.

\textbf{J. Mersch's work.} Prior work in our direction comes from the dissertation and paper of J. Mersch [14, 15]. His project begins with the logical language $FLR_0$ proposed by Moschovakis [22] (a fragment of a larger language called $FLR$ for \textit{formal language of recursion}) and studied by Hurkens et al [11]. Mersch extends $FLR_0$ to a language $FLRS$ (\textit{formal language of recursive schemes}) which interprets fixed point terms and their uninterpreted semantics. He presents axioms and rules of inference for equations between these fixed point terms. The axioms are quite related to our work in Section 4. Our treatment is somewhat more general, precisely because we are not restricted to working with terms in a particular syntax. (In this sense, what we are doing is closer like the \textit{iteration theories} of Bloom and Ésik [5], and we foreshadow the connection in Section 3.) At the same time, because $FLRS$ (like $FLR$ before it) permits terms like $x$ where $x = x$, the semantics requires work that we did not pursue. The biggest difference between our work and Mersch’s is that our main focus here is on \textit{interpreted} schemes (Section 5). Following this paper, one next step should be to take what we have done in this paper and combine it with [14, 15] to study a formal language of interpreted recursive program schemes.

\section{Background}

We illustrate our account by going back and forth between a very specific example and a very general theory. The example is the rps

\begin{align*}
\varphi(x) &\approx E(x, \psi(Gx)) \\
\psi(x) &\approx F(x, \varphi(Gx))
\end{align*}

(7)

There are two possible interpretations. First, it might be that $E$, $F$, and $G$ are functions which are “known” and that (7) should uniquely define functions in terms of them. This would be an \textit{interpreted} rps. Our Introduction was about problems in interpreted recursion. The \textit{uninterpreted} interpretation of (7) regards $E$, $F$, and
G as merely syntactic objects. Then (7) defines infinite trees $\varphi^\dagger$ and $\psi^\dagger$, as shown below:

$$
\begin{align*}
\varphi^\dagger(x) &= Gx \\
&\quad E \\
&\quad F \\
&\quad Gx \\
&\quad GGx \\
&\quad GGGx \\
\psi^\dagger(x) &= Gx \\
&\quad F \\
&\quad E \\
&\quad Gx \\
&\quad GGx \\
&\quad GGGx \\
\end{align*}
$$

(8)

Our account begins with two signatures; these are just collections of symbols with specified arities. In our example, these are: $\Sigma$, the signature with a unary symbol $G$ and two binary ones $E$ and $F$; and $\Phi$, the signature with unary symbols $\varphi$ and $\psi$. We then associate to $\Sigma$ and $\Phi$ two signature functors on $\text{Set}$. We illustrate this with $\Sigma$. Regard it as a functor $\Sigma : \mathbb{N} \to \text{Set}$, where $\mathbb{N}$ is the discrete category on the natural numbers. More to the point, each $\Sigma(n)$ is the set of function symbols of arity $n$. Let $J : \mathbb{N} \to \text{Set}$ be the inclusion functor defined by $Jn = \{0, \ldots, n-1\}$. For any set $X$, and any $n \in \mathbb{N}$, $\text{Set}(Jn, X)$ is isomorphic to $X^n$. We usually identify these sets. We associate to $\Sigma$ the endofunctor $H_\Sigma : \text{Set} \to \text{Set}$ given by

$$
H_\Sigma(X) = \prod_{n \in \mathbb{N}} \Sigma(n) \times \text{Set}(Jn, X).
$$

(9)

with the action of $H_\Sigma$ on morphisms defined in the obvious way. Moreover, for every endofunctor $G$ of $\text{Set}$ there is a bijective correspondence

$$
\Sigma \to G : J \\
H_\Sigma \to G.
$$

(10)

We return to our example signatures $\Sigma$ and $\Phi$ from above. We have associated signature functors $H_\Sigma$ and $H_\Phi$ on $\text{Set}$. Since these functors are so important, and since they occur so often in our notation, we find it convenient to simplify our notation and use single letters for them. To simplify notation, we shall write $H$ for $H_\Sigma$ and $V$ for $H_\Phi$.

### 2.1 Iteratable functors

At this point, we step back and develop the overall theory. The basis for this theory includes many standard definitions from category theory which we shall not review,
such as algebras and coalgebras for functors, initial and final (terminal) objects, monads and their Eilenberg-Moore and Kleisli categories; see Mac Lane [13], for example.

**Definition 2.1.** Let $\mathcal{A}$ be a category with finite coproducts denoted by $+$. If $H : \mathcal{A} \to \mathcal{A}$ is a functor and $c$ is an object of $\mathcal{A}$, then the functor $H(-) + c$ is the sum of $H$ and the constant functor with value $c$. $H$ is **iteratable** if for all $c$, $H(-) + c$ has a final coalgebra. In this case, we adopt special notation for a final coalgebra for $H(-) + c$

\[ \alpha_c : Tc \to HTc + c \]

**Example 2.2.** Of the many examples, we only mention those which are needed in this paper. Further examples may be found in [17, 18]. Take $\mathcal{A}$ to be $\text{Set}$. Then every signature functor $H_\Sigma$ is iteratable. For a set $c$, the final coalgebra $Tc$ for $H_\Sigma(-) + c$ consists of all (finite and infinite) $\Sigma$-trees over $c$, i.e., rooted and ordered trees where all inner nodes with $n > 1$ children are labeled by operation symbols from $\Sigma(n)$ and all leaves are labeled in $\Sigma(0)$ or the set $c$.

Let $\text{CMS}$ be the category of complete metric spaces, where distances are measured in the interval $[0, 1]$, with non-expanding maps as morphisms. We take for the coproduct the disjoint union, with points in different copies taken to have distance 1. Each homset $\text{CMS}(X, Y)$ is again an object, using the sup metric $d_{X,Y}$ on functions. Also, for each space $X$ and each $\epsilon < 1$, we get a space $\epsilon X$ by keeping the points and scaling the metric by $\epsilon$. Let $\Sigma$ be a signature. We turn $\Sigma$ into a functor $H_\Sigma : \text{CMS} \to \text{CMS}$ via

\[ H_\Sigma(X) = \prod_{n \in \mathbb{N}} \Sigma(n) \times \frac{1}{3} \text{CMS}(Jn, X). \]

The product is the usual one, and $J : \mathbb{N} \to \text{CMS}$ takes $n$ to the discrete space on $\{0, \ldots, n-1\}$. (The $\frac{1}{3}$ comes from our examples in the introduction.)

Let $\text{CPO}$ be the category of complete partial orders, i.e., posets (not necessarily with a least element) where all $\omega$-chains have joins; morphisms are the maps preserving these joins, which are called **continuous maps**. Notice that products and coproducts are in $\text{CPO}$ are formed as in the category of sets; and each homset $\text{CPO}(X, Y)$ is itself a cpo with the pointwise order. So for every signature $\Sigma$ we again have the associated signature functor given on objects by

\[ H_\Sigma(X) = \prod_{n \in \mathbb{N}} \Sigma(n) \times \text{CPO}(Jn, X), \]

where $J : \mathbb{N} \to \text{CPO}$ maps every number $n$ to the discrete cpo on $\{0, \ldots, n-1\}$. 
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Returning to iterable functors: we are so concerned with them in this paper that from now on, the letters $H$, $V$, etc., denote iterable endofunctors on some underlying category with finite coproducts.

There is a rich general theory of iterable functors. Everything we do depends on some central results from this theory, and so we review them. Let $H$ be iterable on $A$. For each object $c$, $\alpha_c$ is invertible by Lambek’s Lemma [12], and we write its inverse as $[\tau_c, \eta_c]$. So $\tau_c : H(Tc) \to Tc$, and $\eta_c : c \to Tc$. Moreover, $\alpha_c \cdot \tau_c = \text{inl}_{HTc+c}$ and $\alpha_c \cdot \eta_c = \text{inr}_{HTc+c}$. (We are using $\text{inl}$ and $\text{inr}$ as the coproduct injections in all categories.) Notice that $\tau_c$ gives $Tc$ the structure of an $H$-algebra. It turns out that $T$ is a functor, $\alpha$, $\eta$, and $\tau$ are natural transformations: $\alpha : T \to HT + \text{Id}$, $\eta : \text{Id} \to T$, and $\tau : HT \to T$. We define $\kappa : H \to T$ to be $\tau : H\eta$.

Further, there is a natural transformation $\mu : TT \to T$ with many important properties. First, $(T, \eta, \mu)$ is a monad, see e.g. [1, 20]. This monad is of course defined from $H$, and to emphasize this we write $TH$ for the monad; we also use this notation for the functor part $T$ of this monad. Similarly, we write $\eta^H$, $\mu^H$, $\tau^H$ and $\kappa^H$.

**Proposition 2.3.** The diagrams below commute.

\[
\begin{array}{ccc}
HTT & \xrightarrow{\tau} & TT \\
\downarrow H\mu & & \downarrow \mu \\
HT & \xrightarrow{\tau} & T
\end{array}
\quad
\begin{array}{ccc}
HT & \xrightarrow{\tau} & T \\
\downarrow H\mu & & \downarrow \mu \\
TT & \nearrow \kappa T
\end{array}
\]

(We shall state but not re-prove any results from our earlier papers [17, 18, 19].)

### 2.2 First-order recursion and the Substitution Theorem

Recall that our purpose in this paper is to study equational properties of solutions to recursive program schemes such as (7), repeated below:

\[
\begin{align*}
\varphi(x) & \approx E(x, \psi(Gx)) \\
\psi(x) & \approx F(x, \varphi(Gx))
\end{align*}
\]

We are discussing some general category-theoretic background used in our account of rps solutions. The next step is to consider solutions of systems of equations, but ones which are simpler than those just above. Consider first a first-order recursion such as

\[
x \approx F(x)
\]
The “$x$” here is any object which we take to be a variable. We aim to solve this equation for $x$, obtaining a tree over the signature consisting of a unary function symbol $F$. Naturally enough, the solution is the infinite term

$$x^\dagger = F(F(F(\cdots)))$$

A bit more generally, we would like to consider systems whose solutions are not so easily drawn, and also whose right-hand sides might contain other “variables”, that is, other objects besides the variables and the function symbols from the signature used on the right. For example,

$$\begin{align*}
x &\approx F(y, x) \\
y &\approx G(x, z)
\end{align*}$$

Now our set of variables is $\{x, y\}$, the signature $\Sigma$ on the right consists of two binary symbols $F$ and $G$, and $z$ is a fresh object. Write $a$ for $\{x, y\}$ and $b$ for $\{z\}$; also let $H = H_\Sigma$ and let $(T, \eta, \mu)$ be the monad associated to $H$ as discussed in Section 2.1 just above. Here is a result which guarantees the existence and uniqueness of solutions to systems such as (11):

**Theorem 2.4** ([1, 20]). Let $f : a \to T(a + b)$ factor through $\tau_{a+b}$. Then there is a unique $f^\dagger : a \to Tb$ such that $f^\dagger = \mu_b \cdot T[f^\dagger, \eta_b] \cdot f$. Moreover, $f^\dagger$ factors through $\tau_b$.

**Example 2.5.** We continue our discussion of (11). The system itself is modeled by the function $f : a \to T(a + b)$. This function is described in pictures as

$$\begin{align*}
f(x) &= \frac{F}{y} \quad &\frac{F}{y} \\
f(y) &= \frac{G}{x} \quad &\frac{G}{x}
\end{align*}$$

Then $f^\dagger$ is the unique function from $a = \{x, y\}$ to $\Sigma$-trees over $\{z\}$ such that

$$\begin{align*}
f^\dagger(x) &= \frac{F}{f^\dagger(y) f^\dagger(x)} \\
f^\dagger(y) &= \frac{G}{f^\dagger(x)}
\end{align*}$$
$f^\dagger$ may be pictured more explicitly:

\[
\begin{align*}
  f^\dagger(x) &= \begin{array}{c}
    F \\
    \downarrow \\
    G \\
    \downarrow \\
    F \\
    \downarrow \\
    F \\
    \downarrow \\
    z
  \end{array} & f^\dagger(y) &= \begin{array}{c}
    F \\
    \downarrow \\
    G \\
    \downarrow \\
    F \\
    \downarrow \\
    F \\
    \downarrow \\
    z
  \end{array}
\end{align*}
\]

We next want to mention a result that shows that the account which we have provided covers the phenomenon of substitution of variables by infinite trees.

**Theorem 2.6 (Substitution Theorem [1]).** Let $f : a \to Tb$, and let $f^* : Ta \to Tb$ be $\mu b \cdot Tf$. Then $f^*$ is the unique morphism with the following two properties:

(i) $f^*$ is a morphism of $H$-algebras:

\[
\begin{array}{c}
  H(Ta) \xrightarrow{\tau_a} Ta \\
  Hf^* \downarrow \\
  H(Tb) \xrightarrow{\tau_b} Tb
\end{array}
\]

(ii) $f = f^* \cdot \eta_a$.

$(-)^*$ has the properties of a Kleisli operation. One indication that our theory is on the right track is that we are able to prove the important properties of substitution. These are familiar from the theory of finite terms on a signature. The important point is that they hold in the infinite case. For that matter, the theory only requires the apparatus of iterable functors, and so it is much more general.

Consider the operation $(-)^*$ taking a morphism of the form $f : a \to Tb$ to the associated $f^* : Ta \to Tb$. It is not hard to show that the triple $(T, \eta, (-)^*)$ satisfies the properties of a Kleisli triple: $(\eta_a)^* = id_{Ta}$; and if $f : a \to Tb$ and $g : b \to Tc$, then $f^* \cdot \eta_a = f$ and $(g^* \cdot f)^* = g^* \cdot f^*$.

A final note: our review here is developing things in a different order than in papers in the literature. It is more convenient to define the Kleisli operation before the monad multiplication $\mu$, and indeed to use the operation to define multiplication by $\mu_a = (id_T a)^*$. 
2.3 Second-order Substitution

A moment’s look at (7) and (11) shows that Theorem 2.6 is not strong enough to provide an account of solutions to recursive program schemes such as (7). To see the point clearly, consider the difference between the following two equations:

\[ x \approx F(x, G(x)) \]  
\[ \varphi(x) \approx F(x, \varphi(G(x))) \]

Equation (12) is a first-order recursion as we have studied in our last section. Its solution would essentially be a single tree \( x^\dagger \) satisfying \( x^\dagger = F(x^\dagger, G(x^\dagger)) \). On the other hand, the solution to (13) is more complicated, since it asks not for a single tree but rather a function \( \varphi^\dagger \) from trees (on \( F \) and \( G \)) to trees. It would satisfy \( \varphi^\dagger(x) = F(x, \varphi^\dagger(G(x))) \). That is, the required property does not concern a single tree but rather a function. This equation (13) is a recursive program scheme, and an account of these schemes we must be different from an account of first-order recursion. We provided a treatment in our papers [17, 18, 19], and we review it in the next section.

We first need an account of second-order substitution, i.e., substitution of operation symbols from one signature in a tree by trees over another signature. In fact, such an account follows from the characterization of \( T^H \) as the free completely iterative monad on \( H \), see [1, 16]. We shall not recall that notion and the main result here. Instead we merely state Theorem 2.9. It is an easy consequence of the freeness result in loc. cit.

**Definition 2.7.** Let \( H \) and \( K \) be iterable endofunctors of \( A \). A natural transformation \( \sigma : H \rightarrow T^K \) is called **ideal** if it factors as \( \tau^K \cdot \sigma' \) for some natural transformation \( \sigma' : H \rightarrow KT^K \).

**Example 2.8.** The canonical natural transformation \( \kappa = \tau \cdot H\eta : H \rightarrow T \) is ideal.

**Theorem 2.9.** Let \( H \) and \( K \) be iterable endofunctors. Then for every ideal natural transformation \( \sigma : H \rightarrow T^K \) there exists a unique monad morphism \( \overline{\sigma} : T^H \rightarrow T^K \) such that \( \overline{\sigma} \cdot \kappa^H = \sigma \).

Let us explain how the monad morphism from Theorem 2.9 provides a modeling of second-order substitution. Let \( \Sigma \) and \( \Gamma \) be signatures (considered as functors \( N \rightarrow \text{Set} \)). Each symbol \( f \in \Sigma(n) \) is considered as a flat tree in \( n \) variables. A second-order substitution gives an “implementation” to each such \( f \) as a \( \Gamma \)-tree in the same \( n \) variables. We model this by a natural transformation \( s : \Sigma \rightarrow T\Gamma \cdot J \), i.e., a family of maps \( s_n : \Sigma(n) \rightarrow T\Gamma\{0, \ldots, n-1\} \), \( n \in \mathbb{N} \). By the bijective
correspondence (10), this gives rise to a natural transformation \( \sigma : H_{\Sigma} \to T_{\Gamma} \). We are only interested in non-erasing substitutions, those where \( s \) assigns to each \( \Sigma \)-symbol a \( \Gamma \)-tree which is not just single node tree labelled by a variable. Translated along (10) that means precisely that \( \sigma \) is an ideal natural transformation. Thus, from Theorem 2.9 we get a monad morphism \( \sigma : T_{\Sigma} \to T_{\Gamma} \). For any set \( X \) of variables, the action of \( \sigma \) is that of second-order substitution: \( \sigma_X \) replaces every \( \Sigma \)-symbol in a tree \( t \) from \( T_{\Sigma}X \) by its implementation according to \( \sigma \). More precisely, let \( t \) be a tree from \( T_{\Sigma}X \). If \( t = x \) is a variable from \( X \), then \( \sigma_X(t) = x \). Otherwise we have \( t = f(t_1, \ldots, t_n) \) with \( f \in \Sigma(n) \) and \( t_i \in T_{\Sigma}X \), \( i = 1, \ldots, n \). Let 
\[
s_n(f) = t'(0, \ldots, n - 1) \in T_{\Gamma}\{0, \ldots, n - 1\}.
\]
Then \( \sigma_X \) would satisfy the following equation 
\[
\sigma_X(t) = t'(\sigma_X(t_1), \ldots, \sigma_X(t_n)).
\]

**Example 2.10.** Suppose that \( \Sigma \) consists of two binary symbols \( + \) and \( * \) and a constant \( 1 \), and \( \Gamma \) consists of a binary symbol \( b \), a unary one \( u \) and a constant \( c \). Furthermore, let \( \sigma \) be given by \( s : \Sigma \to T_{\Gamma} \cdot J \) as follows:

\[
\begin{align*}
\sigma_0 : 1 &\mapsto u \\
\sigma_2 : + &\mapsto 0 \\
* &\mapsto u \\
1 &\mapsto 0
\end{align*}
\]
and else \( s_n \) is the unique map from the empty set. For the set \( X = \{x, x'\} \), the second-order substitution morphism \( \sigma_X \) acts for example as follows:

\[
\begin{align*}
* &\mapsto u \\
+ &\mapsto b \\
1 &\mapsto c
\end{align*}
\]

The rest of this section contains some technical results which we shall use later in the paper. It may be omitted on first reading without loss of continuity.
Lemma 2.11 ([17, 18]). If $H$ and $K$ are iteratable endofunctors, $\sigma : H \to T^K$, $\sigma' : H \to KT^K$, and $\sigma = \tau^K \cdot \sigma'$, then for the unique induced monad morphism $\sigma$ the diagram below commutes:

\[
\begin{CD}
HT^H @>\sigma' \ast \sigma >> KT^K T^K @>K\mu^K >> KT^K \\
\sigma @VVV \sigma' @VVV \\
T^H @>\tau^K >> T^K
\end{CD}
\]

(The symbol $\ast$ denotes parallel composition of natural transformations.)

We would like to turn Theorem 2.9 into a statement about the assignment $H \mapsto T^H$. However, it is not clear how to formulate a result of this type. First of all, iteratability is a special property not enjoyed by all endofunctors on a given category $A$. Further, it is not even known in general whether the iteratability of a functor $H$ implies that of $T^H$. The best we can say seems to be the following result, one which we shall use.

Proposition 2.12. Let $H$, $J$ and $K$ be iteratable endofunctors of $A$. Then for all ideal natural transformations $s : H \to T^J$ and $t : J \to T^K$ we have the following Kleisli laws for $(T^\cdot, \kappa(\cdot), (_) )$:

(i) $\overline{s} \cdot \kappa^H = s$,

(ii) $\overline{\kappa^T} = \text{id}_{T^H}$, and

(iii) $\overline{t} \cdot \overline{s} = \overline{t \cdot s}$.

Proof. The three properties follow easily from the universal property of $T^H$ as stated in Theorem 2.9. \qed

In the following result we denote by $\text{It}[A,A]$ the category of iteratable endofunctors on $A$ and natural transformations, and we write $\text{CIM}(A)$ for the category of completely iterative monads on $A$ and monad (homo)morphisms.

Corollary 2.13. The assignment $H \mapsto T^H$ extends to a functor $T^- : \text{It}[A,A] \to \text{CIM}(A)$ which assigns to any natural transformation $n : H \to K$ between iterable endofunctors the monad morphism $T^n = \overline{\kappa^K} \cdot n$.

We need the following properties of $T^-$. 
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**Corollary 2.14.** Let $H$, $J$ and $K$ be iterable endofunctors on $A$, and let $n : H \to J$.

(i) The diagram below commutes:

\[
\begin{array}{ccc}
HT^H & \xrightarrow{\tau H \circ T^n} & JT^J \\
\downarrow \tau H & & \downarrow \tau J \\
T^H & \xrightarrow{T^n} & T^J
\end{array}
\]

(ii) For every ideal natural transformation $t : J \to T^K$ the equation $\overline{t} \cdot T^n = \overline{t} \cdot n$ holds.

**Proof.** Part (i) follows from Lemma 2.11, and part (ii) is immediate from Proposition 2.12(iii) and Corollary 2.13. \qed

### 2.4 Recursive program schemes

As we near the end of our preliminary sections, we discuss our formulation of recursive program schemes in terms of notation we have already introduced.

**Definition 2.15 ([17]).** Let $V$ and $H$ be endofunctors on $A$. Assume that $H$, $V$, and $H + V$ are all iterable. A recursive program scheme (or rps, for short) is a natural transformation $e : V \to T^{H+V}$.

We sometimes call $V$ the *variables*, and $H$ the *givens*. The rps $e$ is called *guarded* if there exists a natural transformation $f : V \to HT^{H+V}$ such that the diagram on the left below commutes:

\[
\begin{array}{ccc}
V & \xrightarrow{e} & T^{H+V} \\
\downarrow f & & \downarrow (H+V)^{T^{H+V}} \\
H^{T^{H+V}} & \xrightarrow{\text{inl}_{T^{H+V}}} & T^{H+V}
\end{array}
\]

A *solution* of $e$ is an ideal natural transformation $e^\dagger : V \to T^H$ such that the right-hand triangle above commutes.
Theorem 2.16 ([17]). Every guarded rps has a unique solution.

Example 2.17. We return to (7), repeated below:

\[ \varphi(x) \approx E(x, \psi(Gx)) \]
\[ \psi(x) \approx F(x, \varphi(Gx)) \]

Let \( \Sigma \) be the signature that contains a unary operation symbol \( G \) and a binary one \( F \)—so we have \( \Sigma_1 = \{ G \}, \Sigma_2 = \{ E, F \} \) and \( \Sigma_n = \emptyset \) else. The signature \( \Phi \) of recursively defined operations consists of two unary symbols \( \varphi \) and \( \psi \). Consider the recursive program scheme above as a natural transformation \( r : \Phi \to T_{\Sigma+\Phi} \cdot J \) with the components given by

\[ r_1 : \varphi \mapsto E(0, \psi(G0)) \quad \psi \mapsto F(0, \varphi(G0)) \]

(we write trees as terms above) and where \( r_n, n \neq 1 \), is the empty map. The bijective correspondence (10) yields a natural transformation \( e : H\Phi \to T^{H\Sigma+H\Phi} \).
This is our formulation of (7) as a recursive program scheme in the sense of this paper.

Continuing, we may turn the trees in (8) into a natural transformation \( e^\dagger : H\Phi \to T^{H\Sigma} \). It is not hard to finally check that \( \varphi^\dagger \) is the solution to \( \varphi \) in our sense; that is, \( e^\dagger = [\kappa^{H\Sigma}, e] \cdot e \).

2.5 Completely iterative algebras

The notion of solution in Theorem 2.16 is that of an uninterpreted solution to an rps. We are especially interested in interpreted solutions, and to study those we must work on algebras with enough “solutions to equations” in which to interpret recursive program schemes. Our work has isolated two main classes of algebras for this, completely iterative algebras and Elgot algebras.

Definition 2.18. Let \( H : A \to A \) be an endofunctor. A flat equation morphism in an object \( A \) (of parameters) is a morphism of the form \( e : X \to HX + A \). Let \( a : HA \to A \) be an \( H \)-algebra. We say that \( e^\dagger : X \to A \) is a solution of \( e \) in \( (A, a) \) if the square below commutes:

\[
\begin{array}{ccc}
X & \xrightarrow{e^\dagger} & A \\
\downarrow e & & \uparrow [a, A] \\
HX + A & \xrightarrow{He^\dagger + A} & HA + A 
\end{array}
\]  \( (15) \)

\( A \) is a completely iterative algebra (cia) if every flat equation morphism in \( A \) has a unique solution in \( A \).
Example 2.19. We only give a few very specific examples; for more, see Milius [16] and Adámek et al [2].

(i) Let $H$ be iterable on $A$. For each object $a$, $(Ta, \tau_a : HTa \to Ta)$ is a cia for $H$; see Milius [16].

(ii) Let $H : \text{CMS} \to \text{CMS}$ be a signature endofunctor as in Example 2.2. Then any non-empty $H$-algebra $(A, a)$ is a cia. More generally, recall that a contracting endofunctor $H$ of CMS is one for which there exists a constant $\varepsilon < 1$ such that every derived map $\text{CMS}(X, Y) \to \text{CMS}(HX, HY)$ is an $\varepsilon$-contraction, i.e., we have $d_{HX, HY}(Hf, Hg) \leq \varepsilon d_{X, Y}(f, g)$ for every $f, g : X \to Y$. Then every non-empty algebra for $H$ is a cia; see [2]. In fact, given any flat equation morphism $e : X \to HX + A$ in CMS, we know that $\text{CMS}(X, A)$ is itself an object in the category, and it is not difficult to prove that the assignment $s \mapsto a \cdot (Hs + A) \cdot e$ is a contracting function from it to itself, see [2]. Then, by the Banach Fixed Point Theorem, there exists a unique fixed point of that contracting function, viz. a unique solution $e'$ of $e$.

(iii) Here is a specific case of the last point which is related to one of our examples in the introduction. Let $I$ be the unit interval, and let $C(I)$ be the complete metric space of non-empty compact subspaces of $I$ with the Hausdorff metric $h$; for two compact subsets $s$ and $t$ of $I$, $h(s, t) = \max \{d(s \to t), d(t \to s)\}$, where $d(s \to t) = \max_{x \in s} \min_{y \in t} d(x, y)$. We take the signature $\Sigma$ with binary $E$ and $F$, and unary $G$. For the algebra of interest, we take $(C(I), a : HC(I) \to C(I))$ given by the operations back in (3) in our introduction. In a little more detail, we mean that for sets $s$ and $t$ in $C(I)$, $a(E, s, t)$ is $\frac{1}{2} s \cup (\frac{i}{2} + \frac{1}{3} t)$, etc. This gives a cia. Note that although we have an operation $(\cdot)^*$ in (3), this is not the interpretation of any symbol in our signature. This is not an accident: we may solve $x = G(x)$ uniquely in $C(I)$ (the solution is $\{\frac{1}{2}\}$) and we may even solve $x = E(x, x)$ uniquely (the solution is the Cantor set). But we cannot solve $x = x^*$ uniquely. So this function $x \mapsto x^*$ must be treated on a different level.

(iv) More generally, it is well-known that for a complete metric space $X$ the non-empty compact subspaces of $X$ with the Hausdorff metric form a complete metric space $(C(X), h)$; see, e.g. [4]. Furthermore, if $f_i : X \to X$, $i = 1, \ldots, n$, are contractions of the space $X$ with contraction factors $c_i$, $i = 1, \ldots, n$, then it is easy to show that the map

$$a_X : C(X)^n \to C(X) \quad (A_i)_{i=1,\ldots,n} \mapsto \bigcup_{i=1}^{n} f_i[A_i]$$

(16)
is a contraction with contraction factor \( c = \max_i c_i \) (the product \( C(X)^n \) is, of course, equipped with the maximum metric). In other words, given the \( f_i \), we obtain on \( C(X) \) the structure \( a_X \) of an \( H \)-algebra for the contracting endofunctor \( H(X, d) = (X^n, c \cdot d_{\text{max}}) \). Thus, if \( X \) is not empty and thus has a compact subset, then \( (C(X), a_X) \) is a cia for \( H \).

As an illustration we come back to (iii) above and show that the Cantor “middle third” set \( c \) may be obtained via the cia structure on a certain space. Recall that \( c \) is the unique non-empty closed subset of the unit interval which satisfies \( c = \frac{1}{3}c \cup \left( \frac{2}{3} + \frac{1}{3}c \right) \). So here we take \( X = I \) and we note that the algebraic structure \( a \) on \( C(I) \) is given as in (16) above, e.g. \( a(E, s, t) = f(s) \cup g(t) \) for the \( \frac{1}{3} \)-contracting functions \( f(x) = \frac{1}{3}x \) and \( g(x) = \frac{1}{3}x + \frac{2}{3} \) on \( I \).

Now consider the formal equation

\[
  x \approx E(x, x).
\]

It gives rise to a flat equation morphism \( e : 1 \to H1 + C(I) \) which maps the element \( x \) of the trivial one point space 1 to the element \( (E, x, x) \) of \( H1 \). The unique solution \( e^\dagger : 1 \to C(I) \) picks a non-empty closed set \( c \) satisfying \( c = E(c, c) = f[c] \cup g[c] \). Hence \( e^\dagger \) picks the Cantor set.

(v) Continuing with our last point, for each non-empty closed \( s \in C(I) \), there is a unique \( c(s) \) with \( c(s) = E(s, c(s)) \). In addition \( c \) is a continuous function. The argument is similar as above. But here we study the recursive program scheme (4) and solve this in \( (C(I), a) \) in the appropriate sense.

### 2.6 Complete Elgot algebras

In many settings, one studies a fixed point operation on a structure like a complete partial order. And in such settings, one typically does not have unique fixed points. So completely iterative algebras are not the unifying concept capturing precisely what is needed to solve recursive program schemes. Instead, we shall need a weakening of the notion of a cia. This notion is that of a (complete) Elgot algebra, which was introduced in [2]. An Elgot algebra is a triple \( (A, a, (_)^\dagger) \), where \( a : HA \to A \) is an \( H \)-algebra and \( (_)^\dagger \) is an operation taking a flat equation morphism \( e : X \to HX + A \) to a solution \( e^\dagger : X \to A \). Two properties are required of \( (_)^\dagger \). But since our work does not explicitly call on these properties, we shall not mention them.

**Example 2.20.** We mention some important examples of Elgot algebras.
Every cia for $H$ is an Elgot algebra, see [1, 16].

Let $H$ be a locally continuous endofunctor on the category CPO; i.e., every derived map $\text{CPO}(X, Y) \to \text{CPO}(HX, HY)$ is continuous. It is shown in [2] that any $H$-algebra $(A, a)$ with a least element $\bot$ is an Elgot algebra when to a flat equation morphism $e : X \to HX + A$ the least solution $e^\dagger$ is assigned. More precisely, define $e^\dagger$ as the join of the following increasing $\omega$-chain in $\text{CPO}(X, A)$: $e^\dagger_0$ is the constant function $\bot$; and given $e^\dagger_n$ let $e^\dagger_{n+1} = [a, A] \cdot (He^\dagger_n + A) \cdot e$.

Finally here is a specific case that we shall use later in our examples. Let $\Sigma$ be the signature consisting of a constant $\mathbf{1}$, two unary symbols $\text{succ}$ and $\text{pred}$, a binary symbol $*$ and a ternary symbol $\text{ifzero}$. This gives rise to a signature functor $H_\Sigma$ on CPO as explained in Example 2.2. Now consider the set $\mathbb{N}_\bot = \{\bot, 0, 1, 2, \ldots\}$ with the so-called flat cpo structure, i.e., $x \leq y$ iff $x = y$ or $x = \bot$. We interpret the operation symbols from $\Sigma$ by the usual operations on $\mathbb{N}$—the constant $1$ and the successor, predecessor, multiplication and conditional functions—extended to $\bot$ in the obvious way. Then $\mathbb{N}_\bot$ is an $H_\Sigma$-algebra, whence an Elgot algebra for that functor.

Theorem 2.21 ([2]). The category $\text{Alg}^\dagger H$ of Elgot $H$-algebras is isomorphic to the Eilenberg-Moore category $A^T$ of monadic algebras for the free completely iterative monad $T$ on $H$.

It follows that for every Elgot algebra $(A, a, (\_)^\dagger)$ there is an associated structure $\tilde{a} : TA \to A$ of an Eilenberg-Moore algebra, which we call evaluation morphism to remind us that in the special case of a signature functor $H_\Sigma$ of Set this morphism evaluates every $\Sigma$-tree over $A$ in the algebra $A$.

### 2.7 Standard interpreted solutions

We now summarize the theory of standard interpreted solutions to our formalization of recursive program schemes. For more on it, see [17, 18, 19].

Let $A = (A, a, (\_)^\dagger)$ be an Elgot algebra for an iterable endofunctor $H$. We consider $A$ as an Eilenberg-Moore algebra $\tilde{a} : THA \to A$. Let $e : V \to TH + V$ be a guarded recursive program scheme, and let $e^\dagger : V \to TH$ be its unique (uninterpreted) solution. The standard interpreted solution of $e$ is $e^\dagger_A : VA \to A$, given by

$$e^\dagger_A = \tilde{a} \cdot (e^\dagger)_A$$

(17)
This solution extends the given algebraic structure \(a : HA \to A\) in the sense that there is an operation \((-)^+\) taking solutions to flat equations under which \((A, [a, e^+_A], (-)^+)\) is an Elgot algebra for \(H + V\). For the associated evaluation morphism \([a, e^+_A] : T^{H+V}A \to A\) we have two important properties:

\[
\begin{align*}
[a, e^+_A] &= \tilde{a} \cdot \kappa^{H, e^+_A} \\
e^+_A &= [a, e^+_A] \cdot e_A
\end{align*}
\]  

Theorem 2.22. Let \(H\) be a contracting endofunctor on CMS, let \(A\) be a non-empty \(H\)-algebra, and let \(e : V \to T^{H+V}\) be a guarded rps. The standard interpreted solution \(e^\dagger_A : VA \to A\) of \(e\) in \(A\) is the unique fixed point of the continuous function \(R\) on CMS\((VA, A)\) defined by \(R(f) = [a, f] \cdot e_A\):

\[
R(f) = VA \xrightarrow{e_A} T^{H+V}A \xrightarrow{[a, f]} A
\]

On CPO, if \(H\) is locally continuous and \(A\) is an \(H\)-algebra with a least element, an rps \(e : V \to T^{H+V}\) gives rise to a continuous operation \(R\) defined again by (20), and the standard interpreted solution \(e^\dagger_A\) of \(e\) in \(A\) is the least fixed point of \(R\).

Example 2.23. At this point, we return to a discussion in the Introduction. Although we did not say it at the time, we were concerned with interpreted solutions of rps’s in a particular object in CMS. Let \(\Sigma\) be a signature with binary symbols \(E\) and \(F\), let \(H = H_\Sigma\) be the associated endofunctor on CMS, and let \(A = C(I)\) be the \(H\)-algebra as in Example 2.19(iii). (This means that the interpretation of the symbols \(E\) and \(F\) are the functions with the same name given in (3).) Let \(V\) be the endofunctor obtained in the same way from a unary operation \(\varphi\) (or \(\psi\), respectively). We are concerned with the two rps’s \(\varphi(s) \approx E(s, \varphi(s))\) and \(\psi(s) \approx E(\psi(s), s)\). These equations correspond to two rps’s \(V \to T^{H+V}\) and, by Theorem 2.22, the standard interpreted solutions are given by two operations \(\varphi^\dagger, \psi^\dagger : A \to A\). Our goal here is to show (6), repeated below:

\[
\varphi^\dagger(s)^* = \psi^\dagger(s^*)
\]

For this, consider \(\chi(s) \approx F(\chi(s), s)\) as an rps \(e : V \to T^{H+V}\). By Theorem 2.22, \(e^\dagger_A : VA \to A\) is given by the unique non-expanding \(f : A \to A\) such that for all
Now we claim that \( g \) and \( h \) also satisfy this, where \( g(s) = \psi^\dagger(s^*) \) and \( h(s) = \psi^\dagger(s^*) \). This will verify (21). These functions \( g \) and \( h \) are non-expanding since the \((\_)^*\) operation preserves distances. What we do know, by Theorem 2.22 again, is that \( g(s) = E(s, \psi^\dagger(s^*)) \) and \( h(s) = E(\psi^\dagger(s^*), s^*) \). We reason as follows:

\[
\begin{align*}
  g(s) &= E(s, \psi^\dagger(s^*)) = E(\psi^\dagger(s^*), s^*) = E(g(s), s^*) \\
  h(s) &= E(\psi^\dagger(s^*), s^*) = E(h(s), s^*)
\end{align*}
\]

This completes our verification.

3 Equational properties of first-order recursion

The main point of this paper is to consider properties of recursive program scheme solutions. It therefore makes sense to write the general properties of the dagger operation which we just defined. These are the equational properties studied in iteration theory [5]. However, please note that these are the properties of ideal morphisms, where a morphism \( f : a \to Tb \) is ideal if it factors through \( \tau_b \); more precisely, \( f = \tau_b \cdot f' \) for some \( f' : a \to HTb \). As we stated in Theorem 2.4, for ideal \( f : a \to T(a + b) \), there is a unique \( f^\dagger : a \to Tb \) such that \( f^\dagger = \mu_b \cdot T[f^\dagger, \eta_b] \cdot f \). We are interested in the operation \( f \mapsto f^\dagger \), and the point of this section is to isolate the relevant algebraic laws concerning it and the rest of the category-theoretic machinery which we have been studying.

This section offers a preparation for Section 4 below. But the work here is not really needed for in Section 4. Much of the content of this section was known in slightly different formulations in other papers. For example, for the base category \( A = \text{Set} \), Moss [21] studies laws of an iteration operator which makes sense even for non-ideal morphisms (one has a fixed element \( \perp \) for “ungrounded” recursions solving equations of the form \( x = x \)). The laws there are somewhat more complicated to state, but they are more fully equational since they do not depend on the notion of an ideal morphism. Also, a completeness result is found in [21] for interpretations of the resulting logical system. In recent work by Adámek, Milius and Velebil [3] equational laws of an iteration operation which applies to all equation morphisms in iterative monads are studied for more general base categories than \( \text{Set} \).
3.1 Preliminaries

This section presents four laws of the dagger operation in Sections 3.2–3.5. The verification of some of these use some general facts which we now quote.

**Proposition 3.1.** Let \( f : a \to Tb \) and \( h : d \to a \). Then \( (f \cdot h)^* = f^* \cdot Th \).

**Proof.** \( f^* \cdot Th \cdot \eta_d = f^* \cdot \eta_a \cdot h = f \cdot h \). Appealing to Theorem 2.4, we only need to check that \( f^* \cdot Th \) is a morphism of \( H \)-algebras. But \( f^* \cdot Th \cdot \tau_d = f^* \cdot \tau_a \cdot HT h = HT f^* \cdot HT h \cdot \tau_b = HT (f^* \cdot Th) \cdot \tau_b \).

**Proposition 3.2.** Let \( \text{inr} : a \to a + b \) be a coproduct injection. Then \( T \text{inr} = (\eta_{a+b} \cdot \text{inr})^* \). Similarly, \( T \text{inl} = (\eta_{a+b} \cdot \text{inl})^* \).

**Proof.** By naturality of \( \eta \), \( T \text{inr} \cdot \eta_a = \eta_{a+b} \cdot \text{inr} \). And by naturality of \( \tau \), \( T \text{inr} \) is an \( H \)-algebra morphism.

3.2 The fixed point identity

For all ideal \( f : a \to T(a+b) \), \([f^\dagger, \eta_b]^* \cdot f = f^\dagger\).

**Proof.** The definition of \( f^\dagger \) (in this paper) is that it is the unique morphism such that \( f^\dagger = \mu_b \cdot T[f^\dagger, \eta_b] \cdot f \).

Since \([f^\dagger, \eta_b]^* = \mu_b \cdot T[f^\dagger, \eta_b] \), we see that \( f^\dagger = [f^\dagger, \eta_b]^* \cdot f \), as desired.

3.3 The pairing identity

Let \( f : a \to T(a+b+c) \) and \( g : b \to T(a+b+c) \) be ideal. Then \([f, g]^\dagger\) is also ideal, and

\[
[f, g]^\dagger = [[h, \eta_c]^* \cdot f^\dagger, h^\dagger],
\]

where \( h : b \to T(b+c) \) is \([f^\dagger, \eta_{b+c}]^* \cdot g \).

**Proof.** We omit the verification that \([f, g]^\dagger\) is ideal. Instead, we shall verify that

\[
[[h^\dagger, \eta_c]^* \cdot f^\dagger, h^\dagger] = [[h^\dagger, \eta_c]^* \cdot f^\dagger, h^\dagger], \eta_c]^* : [f, g]. \tag{22}
\]

The pairing identity then follows from the fact that \([f, g]^\dagger\) is uniquely determined (cf. Theorem 2.4). To simplify notation, let

\[
k = [[h^\dagger, \eta_c]^* \cdot f^\dagger, h^\dagger].
\]
Then (22) reduces to the following two identities:

\[
[h^\dagger, \eta_c] \cdot f^\dagger = [k, \eta_c] \cdot g
\]  

(23)

In order to show these, we consider the diagram below:

The triangles on the left and right commute by the fixed point identity. For the central triangle, we calculate using the Kleisli laws of \((-)^*\):

\[
[h^\dagger, \eta_c] \cdot [f^\dagger, \eta_{b+c}]^* = ([h^\dagger, \eta_c] \cdot [f^\dagger, \eta_{b+c}])^* = ([h^\dagger, \eta_c] \cdot f^\dagger, [h^\dagger, \eta_c] \cdot \eta_{b+c}]^* = [k, \eta_c]^*
\]

The first equation of (23) follows from the commutativity of the left and center. For the second equation of (23), we use the triangles on the right and in the center:

\[
[k, \eta_c]^* \cdot g = [h^\dagger, \eta_c] \cdot [f^\dagger, \eta_{b+c}]^* \cdot g = [h^\dagger, \eta_c] \cdot h = h^\dagger.
\]

This completes the proof.

**Example 3.3.** Let \(A = \text{Set}\), let \(\Sigma\) be a signature with binary operations symbol \(F\) and \(G\), and let \(H : \text{Set} \to \text{Set}\) be the endofunctor corresponding to \(\Sigma\). Let \(a = \{x\}\), let \(b = \{y\}\), and let \(c\) be arbitrary. Let \(f : a \to T(a+b+c)\) and \(g : b \to T(a+b+c)\) be described by

\[
f(x) = \begin{cases} F & \text{if } x = y \\ x & \text{if } x = y \end{cases}
\]

\[g(y) = \begin{cases} G & \text{if } x = y \\ x & \text{if } x = y \end{cases}
\]

(In this example, we are going to omit all of the injections.) Then \([f, g]^\dagger\) is essen-
tially given by the infinite trees

\[
[f, g]^\dagger(x) = \begin{array}{c}
\begin{array}{c}
F \\
G \\
F \\
G
\end{array}
\end{array} \quad [f, g]^\dagger(y) = \begin{array}{c}
\begin{array}{c}
F \\
G \\
F \\
G
\end{array}
\end{array}
\]

The pairing identity gives us a two-step procedure for finding these trees. First, we find \(f^\dagger : a \to T(b+c)\) and \(h = [f^\dagger, \eta_{b+c}]^* \cdot g : b \to T(b+c)\). These are given by

\[
f^\dagger(x) = \begin{array}{c}
\begin{array}{c}
F \\
y \\
F
\end{array}
\end{array} \quad h(y) = \begin{array}{c}
\begin{array}{c}
F \\
y \\
F
\end{array}
\end{array}
\]

We obtained \(f^\dagger\) by “solving” \(f\), and in doing this we think of \(y\) as a constant. Then we obtained \(h\) by plugging \(f^\dagger(x)\) for \(x\) in \(g(y)\). And now we solve \(h\) in the same way, obtaining \([f, g]^\dagger(y)\). Finally, substitute this tree \([f, g]^\dagger(y)\) for \(y\) in \(f^\dagger(x)\), and we obtain \([f, g]^\dagger(x)\). All of these points follow from the pairing identity.

### 3.4 The parameter identity

Let \(f : a \to T(a+b)\) be ideal, and also let \(g : b \to Tc\). Then \([T\text{inl} \cdot \eta_a, T\text{inr} \cdot g]^* \cdot f\) is ideal, and

\[
([T\text{inl} \cdot \eta_a, T\text{inr} \cdot g]^* \cdot f)^\dagger = g^* \cdot f^\dagger.
\]

**Proof.** Again, we omit the verification that the desired morphism is ideal, and we only check that its solution is \(g^* \cdot f^\dagger\). To shorten the notation, let

\[
i = [T\text{inl} \cdot \eta_a, T\text{inr} \cdot g],
\]
We need only verify that the outside of the diagram below commutes.

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \xrightarrow{f} T(a + b) \xrightarrow{i^*} T(a + c)
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 Tb \xrightarrow{g^*} Tc
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

We check that the inside parts commute. The leftmost triangle commutes by the fixed point identity. The central triangle commutes since

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
[g^* \cdot f^\dagger, \eta_b]^* = (g^* \cdot [f^\dagger, \eta_b])^* = [g^* \cdot f^\dagger, g^* \cdot \eta_b]^* = [g^* \cdot f^\dagger, g]^*.
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

The most interesting verification is

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
[g^* \cdot f^\dagger, \eta_c]^* \cdot i^* = [g^* \cdot f^\dagger, \eta_c]^* \cdot [T\text{inl} \cdot \eta_a \cdot T\text{inr} \cdot g]^* = [g^* \cdot f^\dagger, \eta_c]^* \cdot [\eta_{a+c} \cdot \text{inl} \cdot (\eta_{a+c} \cdot \text{inr})^* \cdot g]^* = ([g^* \cdot f^\dagger, \eta_c]^* \cdot [\eta_{a+c} \cdot \text{inl} \cdot (\eta_{a+c} \cdot \text{inr})^* \cdot g])^* = [g^* \cdot f^\dagger, \eta_c]^* \cdot \eta_{a+c} \cdot \text{inl} \cdot [g^* \cdot f^\dagger, \eta_c]^* \cdot (\eta_{a+c} \cdot \text{inr})^* \cdot g]^* = [g^* \cdot f^\dagger, (g^* \cdot f^\dagger, \eta_c)^* \cdot \eta_{a+c} \cdot \text{inr})^* \cdot g]^* = [g^* \cdot f^\dagger, \eta_c]^* \cdot g]^* = [g^* \cdot f^\dagger, g]^*.
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\]

We used Proposition 3.2 in asserting \( \text{ Tinr } = (\eta_{a+c} \cdot \text{inr})^* \).

\[ \square \]

**Example 3.4.** Let \( f : a \to T(a + b) \) be given similarly as in Example 3.3, and let \( g : b \to Tc \) be given by \( g(y) = F(z, z) \). Then \( [T\text{inl} \cdot \eta_a \cdot \text{ Tinr} \cdot g]^* \cdot f \) is given by \( x \mapsto F(F(z, z), x) \). We may of course solve this directly. The parameter identity tells us that we would get the same tree as if we took the tree for \( f^\dagger(x) \) from (24) and substituted \( F(z, z) \) for \( y \).

### 3.5 The functorial dagger implication for base morphisms

Let \( f : a \to T(a + c) \) and \( g : b \to T(b + c) \) be ideal, and let \( h : a \to b \). Suppose that \( T(h + id_c) \cdot f = g \cdot h \). Then, \( f^\dagger = g^\dagger \cdot h \).
The proof goes by examining the diagram below:

\[
\begin{array}{c}
\text{a} \xrightarrow{f} T(a + c) \\
\downarrow h \quad T(h + id_c) \\
\text{b} \xrightarrow{g} T(b + c) \\
\text{Tc} \xrightarrow{[g^\dagger, \eta_c]^*}
\end{array}
\]

Both parts commute, and by Proposition 3.1, \([g^\dagger, \eta_c]^* \cdot T(h + id_c) = [g^\dagger \cdot h, \eta_c]^*\).

**Example 3.5.** For a very quick example, let \(a = \{x, y\}\), \(b = \{z\}\), and \(h : a \rightarrow b\) the constant function, and \(f\) and \(g\) given by

\[
\begin{align*}
x & \approx F(x, y, w) \\
y & \approx F(y, y, w)
\end{align*}
\]

and

\[
\begin{align*}
z & \approx F(z, z, w),
\end{align*}
\]

respectively. The functorial dagger implication applies because \(T(h + id_c) \cdot f = g \cdot h\).

It tells us that \(f^\dagger(x) = g^\dagger(z) = f^\dagger(y)\).

**Summary.** The point of this section was to provide examples of equational properties of interest concerning a simple kind of recursive definition, namely first order recursion. The identities in this section are not so surprising, since they correspond to the laws of iteration theory [21]. What is more interesting is that the same kind of laws hold when we move to the more involved setting of rps solutions. We wish to emphasize, however, that the properties we establish below for rps solutions do not follow from the earlier work: the definitions of guardedness differ, as do points in the formulations of the identities themselves. We are not aware of any unified treatment of the work in this section with what we do in Section 4 below.

### 4 Equational properties of uninterpreted rps solutions

Let us reiterate what we have done so far in this paper. We began with a few puzzles concerning particular interpreted recursions. Then we launched into a much broader discussion of both interpreted and uninterpreted recursion in Section 2. In this section we will study equational laws of the operation of taking the unique solution of a guarded rps. The laws we will establish are inspired by the laws studied in iteration theory [5], and so we use the same names for our laws here. Notice however, that these laws are new for rps solutions in the setting that we study in the present paper.
4.1 The fixed point identity

Let \( e : V \rightarrow T^{H+V} \) be a guarded rps. Then \( [\kappa^H, e^\dagger] \cdot e = e^\dagger \) (recall from Theorem 2.9 that \( [\kappa^H, e^\dagger] \) denotes the unique extension of the ideal natural transformation \( [\kappa^H, e^\dagger] \) to a monad morphism).

This identity is just a restatement of the definition of the solution natural transformation \( e^\dagger \).

4.2 The functoriality law

Suppose that we have an rps defining operations from a signature \( \Phi \) recursively from given operations from a signature \( \Sigma \). The functoriality law states that we can rename the symbols of \( \Phi \) or permute argument variables of symbols from \( \Phi \) without changing the solution of our rps as long as we rename or permute on both sides of the formal equations of the rps consistently. The categorical formulation of this fact is this:

**Proposition 4.1.** Suppose that \( e : V \rightarrow T^{H+V} \) and \( f : W \rightarrow T^{H+W} \) are guarded rps’s, and let \( n : V \rightarrow W \) be a natural transformation such that the square

\[
\begin{array}{ccc}
V & \xrightarrow{e} & T^{H+V} \\
\downarrow{\quad n} & & \downarrow{\quad T^{H+n}} \\
W & \xrightarrow{f} & T^{H+W}
\end{array}
\]  

(25)

commutes. Then \( f^\dagger \cdot n = e^\dagger \).

**Proof.** We need only show that \( f^\dagger \cdot n \) solves \( e \). Our candidate solution \( f^\dagger \cdot n \) is obviously an ideal natural transformation since \( f^\dagger \) is one. Now consider the diagram

\[
\begin{array}{ccc}
V & \xrightarrow{n} & W \\
\downarrow{\quad e} & & \downarrow{\quad f^\dagger} \\
T^{H+V} & \xrightarrow{\quad f} & T^{H+W} \\
& & \downarrow{\quad [\kappa^H, f^\dagger] \\
& & \downarrow{\quad [\kappa^H, n]} \\
T^{H+n} & & \end{array}
\]

All its inner parts commute; the upper left-hand part commutes by hypothesis, the upper right-hand one since \( f^\dagger \) is a solution of \( f \), and the lower part commutes by Corollary 2.14(ii). \( \square \)
Example 4.2. Let $A = \text{Set}$ and let $\Sigma$ be a signature with one binary operation symbol $F$ and one unary symbol $G$. Let $\Phi$ be a signature with a unary symbol $\varphi$, and let $\Psi$ have one binary symbol $\psi$. Let $H$, $V$, and $W$ be the endofunctors on $\text{Set}$ associated to $\Sigma$, $\Phi$ and $\Psi$, respectively. Consider the guarded rps’s $e : V \to T^{H+V}$ and $f : W \to T^{H+W}$ given by the formal equations

$$\varphi(x) \approx F(x, \varphi(Gx)) \quad \text{and} \quad \psi(x, y) \approx F(x, \psi(Gy, Gx)),$$

respectively. Let $n : V \to W$ be the natural transformation with components $n_X$ given by $n_X(\varphi, x) = (\psi, x, x)$. Clearly, $n$ makes the square (25) in Proposition 4.1 commute. The solutions $e^\dagger : V \to T^H$ and $f^\dagger : W \to T^H$ are given by

$$\varphi^\dagger(x) = \begin{array}{c} F \\ x \\ \downarrow \\ Gx \\ \downarrow \\ GGx \end{array} \quad \text{and} \quad \psi^\dagger(x, y) = \begin{array}{c} F \\ x \\ \downarrow \\ Gy \\ \downarrow \\ GGx \\ \downarrow \\ GGGy \end{array}$$

Obviously, we have $\varphi^\dagger(x) = \psi^\dagger(x, x)$. This follows from the functoriality law.

4.3 The parameter identity

Suppose again that we have an rps defining operations from a signature $\Phi$ recursively from given operations from a signature $\Sigma$. Let us assume that we want to substitute the symbols from $\Sigma$ by terms or even infinite trees over another signature $\Gamma$. There are two ways to obtain a solution for operations of $\Phi$ as $\Gamma$-trees: either one first substitutes the symbols from $\Sigma$ in the rps and then solves the resulting rps, or one first solves the rps with givens $\Sigma$ and then substitutes all $\Sigma$-symbols. Proposition 4.3 below states that these two ways to solve our given rps are the same.

Proposition 4.3. Let $H$, $K$ and $V$ be iterable endofunctors on $A$, and let $e : V \to T^{H+V}$ be a guarded rps. For any ideal natural transformation $n : H \to T^K$ consider the ideal natural transformation

$$s \equiv H + V \overset{n+V}{\longrightarrow} T^K + T^V \overset{T^{[\text{fin}, \text{int}]}\longrightarrow} \longrightarrow T^K+V$$
and form the rps

\[ n \bullet e \equiv V \xrightarrow{e} T^{H+V} \xrightarrow{\pi} T^{K+V}. \]

Then \( n \bullet e \) is a guarded rps, and its solution is related to that of \( e \) by

\[ (n \bullet e) \dagger = \overline{n} \cdot e \dagger. \]

Proof. Observe first that \( s \) is indeed an ideal natural transformation since \( n \) and \( \kappa^V \) are ideal natural transformations and by Lemma 2.11 applied to \( T^{inl} \) and \( T^{inr} \):

\[ \begin{array}{cc}
\text{In this diagram, } L \text{ is } K + V, \text{ and the middle vertical arrow is } s. \text{ Also, } s' : H + V \to (K + V)T^{K+V} \text{ is defined so that the two outside parts commute. All the inner parts commute, easily. And so we see that } s = \tau^{K+V} \cdot s'. \text{ This shows that } s \text{ is an ideal natural transformation.}
\end{array} \]

Now to see that \( n \bullet e \) is guarded, we use the diagram below, where we use \( L \) for \( K + V \).

\[ \begin{array}{c}
V \xrightarrow{e} T^{H+V} \xrightarrow{\pi} T^L \\
\text{(H + V)T^{H+V}} \xrightarrow{s' \times \pi} LT^LL \xrightarrow{L\mu^L} LT^L \\
\text{HT^{H+V}} \xrightarrow{(KT^{inl}, n') \times \pi} KT^LL \xrightarrow{K\mu^L} KT^L
\end{array} \]

Its left-hand part commutes since \( e \) is guarded, the upper square commutes by Lemma 2.11, and the lower right-hand square is obvious. For the remaining lower left-hand square it suffices to consider the two parallel components on the left and right-hand side of \( * \) separately. The right-hand component clearly commutes, and the left-hand one also does by the left-most part of Diagram (27) above. The outside of the figure shows the desired guardedness.
Next, we prove that $\bar{n} \cdot e^\dagger$ solves $n \cdot e$. Then, the desired result follows by the uniqueness of solutions. In fact, it is clear that $\bar{n} \cdot e^\dagger$ is an ideal natural transformation since $e^\dagger$ is one and by applying Lemma 2.11 to $\bar{n}$. Consider the diagram

The left-hand part is the definition of $n \cdot e$. The upper left triangle commutes since $e^\dagger$ is a solution of $e$. Thus, we are done if we show that the lower right-hand part commutes. By Proposition 2.12(iii), it suffices to show that the following square

$$
\begin{array}{c}
H + V \\
\downarrow s \\
T^K + V
\end{array}
\quad\xrightarrow{\kappa V \cdot n} \quad
\begin{array}{c}
\kappa H \\
\downarrow \pi \\
T^K
\end{array}
$$

commutes. We consider the two coproduct components of Diagram (28) separately. For the left-hand component, the upper right passage gives $\bar{n} \cdot \kappa H = n$, and we need only show that the lower left passage also yields $n$. To see this, consider

The square commutes by definition of $s$, and the triangle by Corollary 2.14(ii). We conclude with the right-hand component of Diagram (28). The upper right passage yields $\bar{n} \cdot e^\dagger$. To see that the lower left passage yields the same thing, consider
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Its left-hand square commutes by the definition of \( s \), the right-hand triangle
commutes by Corollary 2.14(ii), and the lower part commutes due to Proposition 2.12(i). \( \square \)

**Example 4.4.** Let \( A = \text{Set} \), let \( \Sigma \) be a signature that consists of a unary symbol \( G \) and a binary one \( F \), and let \( \Phi \) have only the unary symbol \( \varphi \). Furthermore, let \( \Gamma \) consist of two binary operation symbols + and *. Suppose that \( H, V \) and \( K \) are the endofunctors of \( \text{Set} \) associated to \( \Sigma, \Phi \) and \( \Gamma \), respectively. We specify \( n : H \to T^K \) by instead giving an associated \( \Sigma \to T^\Gamma \cdot J \) and then using the correspondence in (10). In pictures, we take

\[
\begin{align*}
F &\mapsto * \quad 1 \\
0 &\quad 0
\end{align*}
\]

Finally, let the guarded rps \( e : V \to T^{H+V} \) be given by the formal equation

\[
\varphi(x) \approx F(x, \varphi(Gx)) ,
\]

whose solution \( e^\dagger : V \to T^H \) is shown in (26) above as \( \varphi^\dagger(x) \). The rps \( n \bullet e \) is given by replacing in the right-hand side of (30) all \( \Sigma \)-symbols according to (29), i.e., \( n \bullet e \) is described by the formal equation

\[
\varphi(x) \approx (x * x) + \varphi(x + x) ,
\]

where we write + and * in infix notation as usual. The solution \( (n \bullet e)^\dagger \) is essentially given by the infinite tree

\[
\begin{align*}
+ \quad * \\
\quad x \quad x \\
\quad + \quad + \\
\quad x \quad x \quad x
\end{align*}
\]

The parameter identity confirms that we get the same tree when we form \( n \bullet e^\dagger \), i.e., we take \( \varphi^\dagger(x) \) and perform second-order substitution (i.e., substitution of operation symbols from \( \Sigma \) by \( \Gamma \)-trees) according to (29).
4.4 The pairing identity

Let \( H, V \) and \( W \) be iterable endofunctors of \( \mathcal{A} \). Suppose we have a guarded rps factoring as

\[
V + W \xrightarrow{[e,f]} T^{H+V+W}
\]

We wish to compute the solution of \([e,f]\) by first solving \( f : W \to T^{H+V+W} \), which is also a guarded rps, and then plugging into \( e \) the solution \( f^\dagger : W \to T^{H+V} \) for \( W \). More formally, we consider the rps

\[
g \equiv V \xrightarrow{e} T^{H+V+W} \xrightarrow{[\kappa^G, f^\dagger]} T^H.
\]

The solution \( g^\dagger : V \to T^H \) is an ideal natural transformation, and so we can form the monad morphism \([\kappa^G, g^\dagger] : T^{H+V} \to T^H \). The pairing identity now states that

\[
[e, f]^\dagger = [g^\dagger, [\kappa^G, f^\dagger] \cdot f^\dagger] : V + W \to T^H
\]

holds.

**Proposition 4.5.** For a guarded rps \([e, f]\) as above, the rps \( g \) from (32) is guarded, and the pairing identity (33) holds.

**Proof.** Throughout this proof we write \( G \) as an abbreviation for \( H + V \), and we write \( \sigma \) for \([\kappa^G, f^\dagger]\). In order to prove that \( g \) is guarded, we establish below that the outside of the following diagram commutes:

We must explain \( f^\dagger' \). The unique solution \( f^\dagger : W \to T^G \) is an ideal natural transformation, and so we have \( f^\dagger : W \to G^T \) with \( \tau^G \cdot f^\dagger = f^\dagger \). Now all inner
parts of the above diagram commute: the left-hand part due to the guardedness of \([e,f]\), the upper right-hand square commutes by Lemma 2.11, and the two lower right-hand squares are obvious.

Next, we show (33). For this, we show that \([g^f, [\kappa H, g] \cdot f^†] \) is a solution of \([e,f]\), and then appeal to the uniqueness of solutions. We shall first establish that \(f^†\) factors as \(\tau^G \cdot (\text{inl} \ast \text{id}) \cdot f^{†′′}\), where

\[
f^{†′′} \equiv V \xrightarrow{f^*} HT^{G+W} \xrightarrow{H\pi} HT^G,
\]

Let \(K\) be a shorthand for \(G + W\), and consider the diagram

We are to show that the upper part commutes. The left-hand part commutes by (31), the lower part commutes due to Lemma 2.11, and all other remaining parts are clear. The outward shape commutes since \(f^†\) solves \(f\). It then follows that the desired upper part also does.

In order to complete the proof we have to show that the triangle

\[
\begin{array}{c}
V + W \xrightarrow{[e,f]} T^H \\
\xrightarrow{[e,f]} T^H \xrightarrow{[\kappa H, g^f \cdot f^†]} T^{H+W}
\end{array}
\]

(34)

commutes. We consider its coproduct components separately. For the left-hand
component, consider the diagram

![Diagram](image)

Its left-hand triangle is the definition (32) of \( g \), and its upper part commutes since \( g^\dagger \) is a solution of \( g \). To see that the lower right-hand part commutes, it suffices by Proposition 2.12(iii) to show that the following diagram commutes:

\[
H + V + W \xrightarrow{[\kappa^H + V, f]} T^{H+V} + W \xrightarrow{[\kappa^H, g]} T^{H+V} + W
\]

But this is trivial; for the left-hand component \( H + V \) use Proposition 2.12(i), and for the right-hand one nothing needs to be shown.

Finally, we show that the right-hand component of Diagram (34) commutes. To this end consider the commutative diagram

![Diagram](image)

The left-hand triangle commutes since \( f^\dagger \) solves \( f \), and the right-hand part commutes as we have already seen in Diagram (35). This completes our proof.

**Example 4.6.** Let \( A = \text{Set} \) and let \( \Sigma \) be a signature with a unary symbol \( G \) and two binary ones \( E \) and \( F \). Let \( \Phi \) and \( \Psi \) be signatures expressing unary symbols \( \phi \) and \( \psi \), respectively. Finally, let \( U, V \) and \( W \) be the signature functors of \( \text{Set} \) associated to \( \Sigma, \Phi \) and \( \Psi \), respectively. Consider the rps \( \langle e, f \rangle : V + W \rightarrow T^{U+V+W} \) given by the recursive definition in (7) again, repeated below:

\[
\begin{align*}
\phi(x) &\approx E(x, \psi(Gx)) \\
\psi(x) &\approx F(x, \phi(Gx))
\end{align*}
\]
The pairing identity tells us that we can solve this recursive program scheme in a step-by-step fashion. We take first the solution \( f^\dagger : W \to T^{\Sigma + \Phi} \) of the second equation in (7), where \( \varphi \) is considered as a given operation symbol, i.e., \( f^\dagger \) essentially is described by the \((\Sigma + \Phi)\)-tree

\[
\begin{array}{c}
F \\
\downarrow \varphi \\
x \\
\downarrow G \\
x
\end{array}
\]  
(36)

This is the same as the right-hand side of \( \psi(x) \) in (7) because in this right-hand side no “recursive call” to \( \psi \) is made. The guarded rps \( g : V \to T^{U+V} \) expresses the following recursion

\[ \varphi(x) \approx E(x, F(Gx, \varphi(GGx))) . \]  
(37)

That is, we have plugged in (36) for \( \psi(x) \) in (7). The solution \( g^\dagger : V \to T^{U} \) yields the uninterpreted solution for \( \varphi(x) \) and is given by the infinite tree \( \varphi^\dagger(x) \) shown on the left in (8) above. Plugging \( g^\dagger \) into \( f^\dagger \) corresponds to plugging \( \varphi^\dagger(x) \) into (36).

In this way, we obtain the uninterpreted solution for \( \psi(x) \), shown on the right in (8).

4.5 A derived property: the Bekič-Scott law

Using the properties we have established in the previous sections we will now derive a simplified but often useful version of the pairing identity which we will call the Bekič-Scott law.

**Definition 4.7.** Let \( H, V \) and \( K \) be endofunctors with \( H + K \) iterable. We call a natural transformation \( e : V \to T^{H+K} \) **guarded by** \( H \) if there exists a factorization \( e^* \) of \( e \) of the form

\[
\begin{array}{ccc}
V & \xrightarrow{e} & T^{H+K} \\
\downarrow e^* & & \downarrow \pi_{H+K} \\
(H + K)T^{H+K} & \xrightarrow{\text{inl}+T^{H+K}} & HT^{H+K}
\end{array}
\]
Let \( H, V \) and \( W \) be iterable endofunctors of \( A \). Suppose we have a guarded rps \( e : V \to T^{H+V} \) and an rps \( f : W \to T^{H+V+W} \) which is guarded by \( H \). We wish to compute the uninterpreted solution of the guarded rps

\[
[e', f] : V + W \to T^{H+V+W},
\]

where

\[
e' \equiv V \xrightarrow{e} T^{H+V} \xrightarrow{T^{\text{inl}}} T^{H+V+W}.
\]

In fact, one first solves \( e \) and \( f \) to obtain \( e^\dagger : V \to T^H \) and \( f^\dagger : W \to T^{H+V} \), and then plugs the solution \( e^\dagger \) into \( f^\dagger \). More formally, the Bekić-Scott law states that

\[
[e', f]^\dagger = [e^\dagger, [k^H, e^\dagger] \cdot f^\dagger] : V + W \to T^H.
\]

Proposition 4.8. Let \( e \) and \( f \) be rps’s as above. Then the Bekić-Scott law (38) holds.

Proof. To see that \([e', f]\) is a guarded rps we consider the coproduct components separately. Indeed, nothing has to be shown for the right-hand component \( f \) as it is guarded by \( H \). And for the left-hand component we have the commutative diagram

![Diagram](image)

Here \( e^* \) is defined so that the left-hand region commutes; we obtain \( e^* \) from the guardedness of \( e \). The upper right-hand square commutes by Corollary 2.14(ii), and the lower right-hand square is obvious. So the outside of the figure commutes, and we have the desired guardedness of \([e', f]\).

The equation (38) follows immediately from the pairing identity (33) if we show that for the rps \( g \) formed from \( e' \) similarly as in (32) we have \( g^\dagger = e^\dagger \). But in fact,
here we have \( g = e \):

\[
\begin{array}{c}
\text{V} \\
g \\
\text{\( \rightarrow \rightarrow \)} \\
\text{\( \downarrow \downarrow \)} \\
\text{\( \rightarrow \rightarrow \)} \\
\text{\( \kappa^{H+V} \)}
\end{array}
\quad
\begin{array}{c}
\text{\( T^{H+V} \)} \\
\text{\( T^{H+V+W} \)} \\
\text{\( \kappa^{H+V} \cdot f \)} \\
\text{\( \kappa^{H+V} \)}
\end{array}
\quad
\begin{array}{c}
\text{\( T^{H+V} \)} \\
\text{\( T^{H+V+W} \)} \\
\text{\( \kappa^{H+V} \cdot f \)} \\
\text{\( \kappa^{H+V} \)}
\end{array}
\]

In fact, the left-hand part is the definition of \( g \), and the right hand part commutes by Corollary 2.14(ii). Finally, use that \( \kappa^{H+V} = id \) holds by Proposition 2.12(ii).

**Remark 4.9.** Using the parameter identity we easily derive from (38) the following equation

\[
[e', f]^\dagger = [e^\dagger, (\overline{h} \cdot f)^\dagger],
\]

where

\[
h \equiv H + V + W \xrightarrow{[\kappa^H, e^\dagger] + \kappa^W} T^H + T^W \xrightarrow{[\text{inl}, \text{inr}]} T^{H+W}.
\]

In fact, for \( n = [\kappa^H, e^\dagger] \) we have \( \overline{h} \cdot f = n \cdot f \), whence \( (\overline{h} \cdot f)^\dagger = \overline{n} \cdot f^\dagger \) by the parameter identity, whence the above equation follows from the Bekić-Scott law (38).

## 5 Properties of Standard Interpreted Solutions

In general, rps’s have many solutions in a given Elgot algebra. So to prove properties relating solutions of different rps’s, we must fix on some canonical solution operation. Fortunately, we have isolated the concept of a standard interpreted solution of an rps in an Elgot algebra, see Section 2.7.

In this section, we establish some properties of standard interpreted rps solutions. The work here builds on what we did in the previous section, but we also need a new definition and a result pertaining to it.

**Definition 5.1.** Let \( A \) be an object of \( \mathcal{A} \), and consider two iterable functors \( H \) and \( K \) on \( \mathcal{A} \), and an ideal natural transformation \( n : H \to T^K \). Let \( A(H) = (A, a, (-)^* ) \) be an Elgot algebra for \( H \), and let \( A(K) = (A, b, (-)^+) \) be an Elgot algebra for \( K \). Let \( \tilde{a} \) and \( \tilde{b} \) be the associated Eilenberg-Moore structures for \( A(H) \) and \( A(K) \), respectively. We say that \( A(H) \) and \( A(K) \) are \( n \)-related if \( \tilde{a} = b \cdot \overline{n}_A \).
Proposition 5.2. Let $H$, $K$, and $n : H \to T^K$ be as above, and let $A(K) = (A, b, (\_)^*)$ be a $K$-Elgot algebra. Then there is an Elgot $H$-algebra $A(H)$ which is $n$-related to $A(K)$. The $H$-algebra structure underlying $A(H)$ is $(A, a)$, where $a = \tilde{b} \cdot n_A$.

Proof. Let $\tilde{a} : T^H A \to A$ be $\tilde{b} \cdot \pi_A$. Then $(A, \tilde{a})$ is an Eilenberg-Moore algebra for $T^H$. This follows from the fact that $\tilde{b}$ is an Eilenberg-Moore algebra for $T^K$ and $\pi : T^H \to T^K$ is a monad morphism, see e.g. Proposition 4.5.9 in [6].

For the second assertion, our general theory tells us that the $H$-algebra structure $a$ of the Elgot algebra $A(H)$ associated to $(A, \tilde{a})$ is $\tilde{a} \cdot \kappa^H_A$. Thus, the desired result follows by using Proposition 2.12(i):

$$a = \tilde{a} \cdot \kappa^H_A = \tilde{b} \cdot \pi_A \cdot \kappa^H_A = \tilde{b} \cdot n_A.$$  

5.1 Using laws about the given in CMS and CPO

Proposition 5.3. Let $H$ and $V$ be contracting endofunctors of CMS (or locally continuous on CPO). Let $e, f : V \to T^H + V$ be guarded recursive program schemes over CMS (or CPO), let $(A, a)$ be an $H$-algebra which is non-empty (or which has a least element), and hence is a cia (or Elgot algebra) for $H + V$. Assume that $e$ and $f$ have the following equivalence property: for all morphisms $b : V A \to A$,

$$[a, b] \cdot e_A = [a, b] \cdot f_A.$$  

Under these assumptions, $e_A^\dagger = f_A^\dagger$.

Proof. First notice that the coproduct $H + V$ is contracting (or locally continuous). So for every $b : V A \to A$ the morphism $[a, b]$ is part of the structure of a cia (or Elgot algebra) for $H + V$, and we can form $[a, b]$. Next, we apply the condition in the hypothesis, taking $e_A^\dagger$ for $b$, and also equation (19) to see that

$$[a, e_A^\dagger] \cdot f_A = [a, e_A^\dagger] \cdot e_A = e_A^\dagger.$$  

At this point, we need slightly different arguments for CMS and CPO. In both cases, we use Theorem 2.22. For CMS, we have $e_A^\dagger = f_A^\dagger$ because $e_A^\dagger$ is a fixed point of an operation whose only fixed point is $f_A^\dagger$. For CPO, we only have $f_A^\dagger \leq e_A^\dagger$. But then interchanging $e$ and $f$ shows the converse inequality $e_A^\dagger \leq f_A^\dagger$. 

Example 5.4. We return to an example from the introduction. Let $A$ and $H$ be as in Example 2.23, and let $V$ be a functor on CMS corresponding to a single unary
symbol. Let $e$ and $f$ correspond to $\varphi$ and $\psi$, respectively:

$$
\begin{align*}
\varphi(s) & \approx F(F(s, \varphi(s)), F(\varphi(s), s)) \\
\psi(s) & \approx E(F(s, \psi(s)), F(s, \psi(s)))
\end{align*}
$$

In our algebra $A = C(I)$, we have $F(F(s, t), F(t, s)) = E(F(s, t), F(s, t))$ for all $s$ and $t$. This translates to an assertion which implies the hypothesis $[a, b] \cdot e_A = [a, b] \cdot f_A$ for all $b : VA \to A$. We thus conclude that $e_A^\dagger = f_A^\dagger$.

### 5.2 The interpreted fixed point identity

For every guarded program scheme $e : V \to T^{H+V}$ the standard interpreted solution satisfies Equation (19) repeated below:

$$
e_A^\dagger = [a, e_A^\dagger] \cdot e_A.
$$

This interpreted fixed point identity was established in [17, 18] (in fact, see Equation (7.4) in [18]). It also follows easily from Equation (18):

$$
e_A^\dagger = \tilde{a} \cdot e_A^\dagger \quad \text{by (17)}
= \tilde{a} \cdot f_A^\dagger \cdot n_A \quad \text{by Proposition 4.1}
= [a, e_A^\dagger] \cdot e_A \quad \text{by (18)}
$$

### 5.3 The interpreted functoriality law

**Proposition 5.5.** Suppose that $e : V \to T^{H+V}$ and $f : W \to T^{H+W}$ are guarded rps’s, and let $n : V \to W$ be a natural transformation such that the square

$$
\begin{array}{ccc}
V & \xrightarrow{e} & T^{H+V} \\
\downarrow{n} & & \downarrow{T^{H+n}} \\
W & \xrightarrow{f} & T^{H+W}
\end{array}
$$

commutes. Let $(A, a, (\_)^*)$ be an Elgot $H$-algebra. Then $e_A^\dagger = f_A^\dagger \cdot n_A$.

**Proof.** As always let $\tilde{a}$ be the associated Eilenberg-Moore algebra structure for $(A, a, (\_)^*)$. Then the desired result follows at once from the (uninterpreted) functoriality law by virtue of the following computation:

$$
\begin{align*}
e_A^\dagger &= \tilde{a} \cdot e_A^\dagger \quad \text{by (17)} \\
&= \tilde{a} \cdot f_A^\dagger \cdot n_A \quad \text{by Proposition 4.1} \\
&= f_A^\dagger \cdot n_A \quad \text{by (17)}
\end{align*}
$$
As the next example shows, the functoriality law may be used to show that interpreted solutions behave in the expected way with respect to renaming recursively defined function symbols in recursion schemes, and with respect to permutations of argument variables.

**Example 5.6.** Let \( A \) and \( H \) be as in Example 2.23, and let \( V \) and \( W \) be the endofunctors on \( \text{CMS} \) obtained from binary function symbols \( \varphi \) and \( \psi \), respectively. Let \( e : V \to T^{H+V} \) and \( f : W \to T^{H+W} \) be guarded rps’s expressing one of the following recursions each:

\[
\begin{align*}
\varphi(x, y) & \approx F(\varphi(x, y), \varphi(y, \varphi(x, y))) \\
\psi(x, y) & \approx F(\psi(y, x), \psi(\psi(y, x), y))
\end{align*}
\]

Let \( n : V \to W \) be given by \( \varphi \mapsto (\psi, 1, 0) \). That is, for all sets \( X \) and all \( x, y \in X \), \( n_X(\varphi, x, y) = (\psi, y, x) \). Then \( f \cdot n = T^{H+n} \cdot e \). It follows from Proposition 5.5 that \( e_A^\dagger = f_{A}^1 \cdot n_A \). This has a clearer interpretation if we write \( \varphi^\dagger \) and \( \psi^\dagger \) for \( \varphi \mapsto e_A^\dagger(\varphi, x, y) \) and similarly for \( \psi^\dagger \). Then the relation of \( \varphi^\dagger \) and \( \psi^\dagger \) is that for all \( s, t \in A \), \( \varphi^\dagger(s, t) = \psi^\dagger(t, s) \).

### 5.4 The interpreted parameter identity

**Proposition 5.7.** Let \( H \), \( K \) and \( V \) be iteratable endofunctors of \( A \), and let \( e : V \to T^{H+V} \) be a guarded rps. Let \( n : H \to T^K \) be an ideal natural transformation. Let \( A(K) = (A, b, (_)^* \) be a \( K \)-Elgot algebra, and let \( A(H) \) be the \( n \)-related \( H \)-Elgot algebra structure according to Proposition 5.2. Let \( n \cdot e \) be the guarded rps

\[
\begin{array}{c}
\vspace{0.5cm}
\end{array}
\]

where

\[
\begin{align*}
s & \equiv H + V \overrightarrow{n+kV} T^K + T^V \overrightarrow{T^{nK} \cdot T_T^{nV} \cdot T_T^{nV}} T^K + V,
\end{align*}
\]

Then the standard solutions are related as follows:

\[
(n \cdot e)^\dagger_{A(K)} = e^\dagger_{A(H)}
\]

(Note that on the left we interpret \( n \cdot e \) in the \( K \)-Elgot algebra \( A(K) \), whereas on the right we interpret \( e \) in the \( H \)-Elgot algebra \( A(H) \).)
Proof. Let \( \tilde{a} \) and \( \tilde{b} \) be the Eilenberg-Moore algebra structures corresponding to the Elgot algebras \( A(H) \) and \( A(K) \), respectively. We then argue as follows:

\[
(n \cdot e)_A^+ = \tilde{b} \cdot (n \cdot e)_A^+ \quad \text{by (17)}
= \tilde{b} \cdot \pi_A \cdot e_A^+ \quad \text{by Proposition 4.3}
= \tilde{a} \cdot e_A^+ \quad \text{since } A(H) \text{ is } n\text{-related to } A(K)
= e_A^+ \quad \text{by (17)}
\]

Example 5.8. Consider the interpretation of

\[
r(x) \approx \text{ifzero}(x, \text{zero}, \text{succ}(\text{square}(r(\text{pred}(x)))))
\]

in \( \mathbb{N}_+ \). That is, let \( \Sigma \) be the signature with all symbols above, except \( r \), and let \( H \) be the corresponding \( \text{Set} \)-endofunctor. Let \( V \) correspond to a new unary symbol \( r \), and let \( K \) correspond to \( \Sigma \), except that \( \text{square} \) is replaced by a binary symbol \( \times \). Let \( e : V \to T^{H+V} \) be the ideal natural transformation expressing (39). Consider an Elgot \( K \)-algebra, say \( \mathbb{N}_+ \) extended with the (strictly extended) multiplication function \( a, b \mapsto a \cdot b \) as its interpretation of \( \times \). Let \( n : H \to T^K \) be the natural transformation corresponding to the substitution \( \text{square}(x) \mapsto x \times x \). The rps \( n \cdot e \) corresponds to the equation

\[
r(x) \approx \text{ifzero}(x, \text{zero}, \text{succ}(r(\text{pred}(x)) \times r(\text{pred}(x))))
\]

Then \( n \) induces an \( n \)-related Elgot \( H \)-algebra structure on \( \mathbb{N}_+ \); intuitively, one takes a subtree \( \text{square}(t) \) and replaces it with \( t \times t \) “corecursively.” The point of the interpreted parameter identity is that \( e \) and \( n \cdot e \) have the same interpreted solution in the two (different, but related) Elgot algebras.

5.5 The interpreted pairing identity

Let \( H, V \) and \( W \) be iterable endofunctors of \( \mathcal{A} \). Suppose that we have a guarded rps

\[
[e, f] : V + W \to T^{H+V+W},
\]

and an Elgot algebra \( A(H) = (A, a, (\_)^*) \). To compute the standard interpreted solution of \([e, f]\) we first solve the guarded rps \( f \) and plug its solution into \( e \) to obtain the guarded rps

\[
g \equiv V \xrightarrow{e} T^{H+V+W} \xrightarrow{[n^{H+V+W}f]^{\circ}} T^{H+V},
\]

\[
\text{(40)}
\]
see (32). The standard interpreted solution \( g^\dagger_{A(H)} : VA \to A \) gives an Elgot algebra
\[ [a, g^\dagger_{A(H)}] : (H + V)A \to A, \] which we denote by \( A(H + V) \). The interpreted pairing identity states that the equation
\[ \[e, f\]_{A(H)} = [g^\dagger_{A(H)}; f^\dagger_{A(H+V)}] : (V + W)A \to A \] (41)
holds.

**Proposition 5.9.** For a guarded rps \([e, f]\) as above and an Elgot algebra \( A \) for \( H \), the interpreted pairing identity (41) holds.

**Proof.** Recall that \( g \) is indeed guarded, see Proposition 4.5. To establish (41) we first apply equation (18) to \( g \) and \( A(H) \) to obtain the equation
\[ [a, g^\dagger_{A(H)}] = \tilde{a} \cdot [\kappa^H, g^\dagger]_A. \] (42)

Then the following equations hold (we write \( A = A(H) \) and \( A' = A(H + V) \)):
\[
\begin{align*}
[e, f]_A &= \tilde{a} \cdot [e, f]_A & \text{by (17)} \\
&= \tilde{a} \cdot [g^\dagger, [\kappa^H, g^\dagger] \cdot f^\dagger]_A & \text{by Proposition 4.5} \\
&= [\tilde{a} \cdot g^\dagger_A, [a, g^\dagger_A] \cdot f^\dagger_A] & \text{by (42)} \\
&= [g^\dagger_A, f^\dagger_A] & \text{by (17)}
\end{align*}
\]
This completes the proof. \( \square \)

**Remark 5.10.** The interpreted pairing identity shows that we can solve interpreted recursive program schemes in a step-by-step fashion. The fact that in the formulation (41) above the guarded rps \( g \) is formed using the uninterpreted solution \( f^\dagger \) may seem odd at first. However, we shall now illustrate with an example that this cannot be avoided in general when one wants to solve \([e, f]\) in two successive steps.

**Example 5.11.** We work with \( A = \text{Set} \), and we consider the signature \( \Sigma \) with the constant zero, the unary symbols \( \text{pred} \) and \( \text{succ} \), the binary symbol \( \ast \) and the ternary symbol \( \text{ifzero} \). Let \( H \) be the corresponding signature functor of \( \text{Set} \), let \( WX = X \times X \) be a functor expressing one binary operation symbol \( q \), and let \( V = \text{Id} \) express the unary symbol \( r \). Finally, let \( e : V \to T^{H+V+W} \) and \( f : W \to T^{H+V+W} \) be the rps’s expressing the following recursive equations, respectively:
\[
\begin{align*}
q(x, y) &\approx \text{ifzero}(x, \text{succ}(\text{zero}), q(r(\text{pred} x) \ast x, x)) \\
r(x) &\approx \text{ifzero}(x, \text{succ}(\text{zero}), q(r(\text{pred} x) \ast x, x)).
\end{align*}
\] (43)
As interpretation of the givens in \( \Sigma \) we consider as always the Elgot algebra \( \mathbb{N}_{\perp} \). The interpreted pairing identity tells us how to solve the above system (43) in \( \mathbb{N}_{\perp} \).

Notice that it is impossible to first obtain an interpreted solution for \( q \), and then use this to solve \( r \) because we do not know how to interpret \( r \) in \( \mathbb{N}_{\perp} \). Similarly, we cannot first obtain the solution for \( r \) to use it to solve \( q \).

The interpreted pairing identity tells us to take first the uninterpreted solution for \( q \) obtained from \( f^\dagger \). Since in the second equation in (43) there is no “recursive call” to \( q \), this uninterpreted solution is simply

\[
q^\dagger(x, y) = \text{ifzero}(y, x, r(\text{pred } y)) .
\]

Now we form the guarded rps \( g \) of (40) by plugging in \( q^\dagger(x, y) \) for \( q \) in \( e \); and so \( g \) expresses the recursive equation

\[
r(x) = \text{ifzero}(x, \text{succ}(\text{zero}), \text{ifzero}(x, r(\text{pred } x) * x, r(\text{pred } x))) .
\]

It is not difficult to see by induction that the interpreted solution \( g_{\mathbb{N}_{\perp}}^\dagger \) gives for \( r \) the constant function on \( 1 \) (extended strictly, of course). Thus, using this interpretation of \( r \) we obtain the standard interpreted solution of \( f \) w.r.t. the Elgot algebra \( [a, g_{\mathbb{N}_{\perp}}^\dagger] : (H + V)\mathbb{N} \rightarrow \mathbb{N} \).

5.6 The interpreted Bekić-Scott law

Let \( e : V \rightarrow T^{H+V} \) be a guarded rps and let \( f : W \rightarrow T^{H+V+W} \) be an rps which is guarded by \( H \), see Definition 4.7. Suppose that \( A(H) = (A, a, (\_)^*) \) is an Elgot algebra for \( H \). We wish to compute the standard interpreted solution of the guarded rps

\[
[e', f] : V + W \rightarrow T^{H+V+W} ,
\]

where

\[
e' \equiv V \xrightarrow{e} T^{H+V} \xrightarrow{T^{\text{int}}} T^{H+V+W} .
\]

In fact, one first solves \( e \) in \( A \) to obtain the standard interpreted solution \( e_A^\dagger : VA \rightarrow A \) which gives an Elgot algebra \( [a, e_A^\dagger] : (H + V)A \rightarrow A \). We denote this Elgot algebra by \( A(H + V) \), and we use it as an interpretation to solve \( f \). Thus, the interpreted Bekić-Scott law states that for the standard interpreted solutions the equation below holds:

\[
[e', f]_{A(H)}^\dagger = [e_A^\dagger, f_A^\dagger] : (V + W)A \rightarrow A
\]

(44)
Proposition 5.12. Let $e$ and $f$ be rps’s as in Section 4.5, and let $A(H) = (A, a, (\_)^*)$ be an Elgot algebra for $H$. Then the standard interpreted solution of the guarded rps $[e', f]$ obeys the interpreted Bekić-Scott law (44).

Proof. As in the proof of Proposition 5.9 the equation (42) follows from equation (18). Therefore we can calculate as follows (writing $A = A(H)$ and $A' = A(H + V)$):

$$[e', f]_A^\dagger = \tilde{a} \cdot [e', f]_A^\dagger \quad \text{by (18)}$$

$$= \tilde{a} \cdot [e^\dagger, \kappa_H^H, e^\dagger] \cdot f_A^\dagger \quad \text{by Proposition 4.8}$$

$$= [\tilde{a} \cdot e_A^\dagger, [a, e_A^\dagger] \cdot f_A^\dagger] \quad \text{by (42)}$$

$$= [e_A^\dagger, f_A^\dagger] \quad \text{by (18)}$$

This completes the proof.

Example 5.13. Consider the interpretations in $\mathbb{N}_\perp$ of

$$q(x, y) \approx \text{ifzero}(y, x, \text{succ}(\text{succ}(q(x, \text{pred}(y))))), \quad \text{and}$$

$$r(x) \approx \text{ifzero}(x, q(x, x), q(r(\text{pred}(x)) * x, x))$$

Let $H$ be the Set-endofunctor corresponding to the symbols zero, succ, and pred, let $V$ (and $W$) correspond to $q$ (and $r$). Let $e : V \to T^{H+V}$ and $f : W \to T^{H+V+W}$ be the natural transformations expressing the two recursions above. To obtain $[e', f]_{\mathbb{N}_\perp}^\dagger$, we can first determine $e_{\mathbb{N}_\perp}^\dagger$. It is easy to see this interpreted solution corresponds to the function $q(x, y) = 2x + y$. Then we may go back to the $r$ equation and recast it via the interpretation to

$$r(x) \approx \text{ifzero}(x, 2x + x, (2 * r(\text{pred}(x)) * x) + x).$$

In general, the interpreted Bekić-Scott law as we have formulated it tells us that we can solve interpreted recursive program schemes in an Elgot algebra in a step-by-step fashion, interpreting at some step all function symbols whose right hand sides only contain the same symbols or symbols interpreted at some previous step. Notice that in order to be able to do the latter the different parts of a system solved in each step must not be mutually recursive. This is the difference from the interpreted pairing identity, where the different parts of the given system solved in each step may be mutually recursive, see Example 5.11.
6 Conclusion

The aims of this work were: (1) to show that the same general tools needed to prove the existence and uniqueness of uninterpreted solutions of recursive program schemes also are sufficient to prove the basic laws of these solutions; (2) to similarly show that the tools for studying interpreted solutions, especially for schemes over CMS or over CPO, also are sufficient to study interpreted solutions. We were especially interested in studying interpreted solutions. It turned out that main theorems in [17, 18, 19] provide most of what is needed in this paper. In addition (and as one would expect), we did need to formulate a few new results (Proposition 2.12, Corollaries 2.13 and 2.14, and Propositions 5.2 and 5.3). But the most important finding in this paper is that the classical results on recursive program scheme solutions generalize from the classical settings to the level of Elgot algebras for iteratable functors.
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by Lurdes SOUSA

Abstract

Une caractérisation des catégories localement bornées et un critère pour identifier les sous-catégories α-orthogonales dans ces catégories (pour un cardinal régulier α) sont donnés.

1 Introduction

In [11], P. Gabriel and F. Ulmer proved that in locally presentable categories the orthogonal subcategory $\mathcal{N}^\perp$ is reflective for any set $\mathcal{N}$ of morphisms. The key point of the proof is the fact that for any object of the base category there is some infinite regular cardinal $\alpha$ such that the object is $\alpha$-small, where $\alpha$-smallness means $\alpha$-presentability. In [10] and [15], P. Freyd and M. Kelly gave a generalization of this property for a wider range of categories, using a different concept of smallness for objects: boundedness. They showed that in a locally bounded category (as defined in [14] and [17]) the subcategory of all objects orthogonal to a set of morphisms is reflective. (In fact they went further: they proved that $\mathcal{N}^\perp$ is reflective for every class $\mathcal{N}$ which is the union of a set of morphisms with a class of epimorphisms.)

In a cocomplete category $\mathcal{A}$ an object $A$ is said to be $\alpha$-bounded if the hom-functor $\mathcal{A}(A, -)$ preserves $\alpha$-directed unions. A locally bounded category (see [14]) is a complete and cocomplete category $\mathcal{A}$ with a proper factorization system $(\mathcal{E}, \mathcal{M})$ and an $\mathcal{E}$-generator $\mathcal{G}$ such that (i) $\mathcal{A}$ has $\mathcal{E}$-cointersections and (ii) there is a regular cardinal $\alpha$ such that each object of $\mathcal{G}$ is $\alpha$-bounded. We call these categories locally $\alpha$-bounded when they are $\mathcal{E}$-cowellpowered and $\alpha$ is a regular cardinal which fits the condition (ii). Locally presentable categories and epi-reflective subcategories of the category of topological spaces are examples of locally bounded categories. We
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show that a cocomplete and cowellpowered category is locally bounded precisely when there is a regular cardinal \( \alpha \) and a set \( \mathcal{H} \) of \( \alpha \)-bounded objects such that any object \( A \) of \( \mathcal{A} \) is an \( \alpha \)-directed union of objects of \( \mathcal{H} \). This characterization will be useful in the study of small-orthogonality classes, that is, subcategories of the form \( \mathcal{N}^\perp \) for \( \mathcal{N} \) a set of morphisms.

In [13] the \( \alpha \)-orthogonality classes of a locally \( \alpha \)-presentable category were proved to be exactly the subcategories closed under limits and \( \alpha \)-directed colimits, for all uncountable regular cardinals \( \alpha \). (Recall that, following [4], an \( \alpha \)-orthogonality class is a subcategory of the form \( \mathcal{N}^\perp \) for some set \( \mathcal{N} \) of morphisms whose domains and codomains are \( \alpha \)-presentable.) This characterization does not work for \( \alpha = \aleph_0 \), as was shown in [20] and [12]. A description of the \( \aleph_0 \)-orthogonality classes in locally finitely presentable categories in terms of closure properties was given in [5]: they are the subcategories \( \mathcal{A} \) closed under products, directed colimits and \( \mathcal{A} \)-pure subobjects. In the context of locally bounded categories we shall adopt the terminology \( \alpha \)-orthogonality class as expected: the meaning is as in [4], just replacing “presentable” by “bounded”. The aim of this paper is to characterize the reflective subcategories of locally bounded categories which are small-orthogonality classes. In cowellpowered locally bounded categories a subcategory is a small-orthogonality class iff it is an \( \alpha \)-orthogonality class for some \( \alpha \). We are going to restrict ourselves to reflective subcategories whose reflector preserves \( \mathcal{M} \)-monomorphisms. For example, reflective subcategories of \( \text{Top} \) whose closure under subspaces is the category \( \text{Top}_0 \) of \( T_0 \) spaces have an \( \mathcal{M} \)-preserving reflector, for \( \mathcal{M} = \{ \text{embeddings} \} \). Also the reflector from the category \( \text{Norm} \) of normed spaces and linear contractions into its subcategory \( \text{Ban} \) of Banach spaces preserves embeddings. In [18] Ringel studied the properties of \( \mathcal{M} \)-preserving reflectors for \( \mathcal{M} \) the class of monomorphisms. We show that, in locally \( \alpha \)-bounded categories, a reflective subcategory with an \( \mathcal{M} \)-preserving reflector is an \( \alpha \)-orthogonality class iff it is closed under \( \alpha \)-directed unions and \( \alpha \)-\( \mathcal{B} \)-neat subobjects. (The notion of \( \alpha \)-\( \mathcal{B} \)-neat morphism is parallel to the one of \( \alpha \)-\( \mathcal{B} \)-pure morphism, used in [5]: If \( \mathcal{B} \) is a subcategory of \( \mathcal{A} \), a morphism \( f : A \to B \) of \( \mathcal{A} \) is said to be \( \alpha \)-\( \mathcal{B} \)-neat provided that, if we have morphisms \( e, u \) and \( v \) such that \( f \cdot u = v \cdot e \) and \( e \) is a \( \mathcal{B} \)-epimorphism, then there exists a morphism \( u' \) such that \( u' \cdot e = u \).) For instance, the category \( \text{Top}_0 \) is an \( \aleph_0 \)-orthogonality class of \( \text{Top} \), but the category \( \text{Sob} \) of sober spaces is not an \( \aleph_0 \)-orthogonality class of \( \text{Top}_0 \). The category \( \text{Ban} \) is an \( \aleph_1 \)-orthogonality class of \( \text{Norm} \).
2 Properties of locally bounded categories

Let \( A \) be a category with a proper factorization system \((E, M)\) (where proper means that \( E \) and \( M \) consist of epimorphisms and monomorphisms, respectively). Recall that \( E \) and \( M \) determine each other: \( E = M^\perp \) and \( M = E^\perp \) ([10]).

A set \( G \) is said to be an \( E \)-generator of \( A \) if for each object \( A \) there is some subset \( \{G_i, i \in I\} \) of \( G \) and an \( E \)-morphism \( e : \amalg_{i \in I} G_i \to A \). (A detailed study of \( E \)-generators is made in, e.g., [6] and [7].)

Let \( m_i : A_i \to A, \ i \in I \), be a diagram in \( A \) with all \( m_i \in M \). The \( M \)-union (or just union) of \( (m_i)_{i \in I} \) is the supremum of \( (m_i)_{i \in I} \), up to isomorphism, in the class of all \( M \)-subobjects of \( A \). It coincides with the \( M \)-part \( m : B \to A \) of the \((E, M)\)-factorization of the canonical morphism \( \amalg_{i \in I} A_i \to A \). We shall often write \( \sqcup_{i \in I} m_i = m \) or \( \sqcup_{i \in I} A_i = B \) for short.

Let \( \alpha \) be an infinite regular cardinal. An object \( A \) is said to be \( \alpha \)-bounded if the hom-functor \( A(A, -) \) preserves \( \alpha \)-directed unions.

2.1. Definition (1) ([14], [17]) A category \( A \) is said to be locally bounded if it is cocomplete, has a proper factorization system \((E, M)\), and there is an infinite regular cardinal \( \alpha \) such that:

(i) \( A \) has \( E \)-cointersections;

(ii) \( A \) has an \( E \)-generator all of whose objects are \( \alpha \)-bounded.

(2) By a locally \( \alpha \)-bounded category with respect to \( M \) we shall mean a category under the conditions of (1), for a given \( \alpha \), which moreover is \( E \)-cowellpowered. The reference to \( M \) will often be omitted.

2.2. Remark Every locally bounded category is complete. In [14] and [17], the authors include completeness in the definition of locally bounded category. However the completeness comes for free, since any \( E \)-cocomplete category with an \( E \)-generator is complete. This follows from the fact that any such category is total (see [7]), that is, the Yoneda embedding \( A \to [A^{op}, Set] \) has a left adjoint ([16]); and any total category is complete and \( M \)-complete (see [7] and [8]).

2.3. Examples (1) Every locally presentable category is locally bounded with respect to monomorphisms, and also with respect to strong monomorphisms (see [10] and [2]).

(2) The category \( Top \) of topological spaces is locally \( \aleph_0 \)-bounded with respect to strong monomorphisms (= embeddings). And every epi-reflective subcategory
of \textbf{Top} is locally $\aleph_0$-bounded with respect to embeddings. More generally, any $\mathcal{E}$-reflective subcategory $B$ of a locally $\alpha$-bounded category with respect to $\mathcal{M}$ is also locally $\alpha$-bounded with respect to $\mathcal{M} \cap \operatorname{Mor}(B)$ ([10], [2]).

(3) Any topological category over \textbf{Set} (see [3]) is locally $\aleph_0$-bounded with respect to strong monomorphisms.

(4) The category $\textbf{Ban}$ of Banach spaces and linear contractions is locally $\aleph_1$-bounded ([14], [17]).

2.4. \textbf{Remark} The following properties are easily verified:

(i) In a locally bounded category, for every object $A$ there is an infinite regular cardinal $\alpha$ such that $A$ is $\alpha$-bounded ([10], 3.1.2).

(ii) In a cocomplete category if $\beta$ and $\gamma$ are regular cardinals such that $\beta \leq \gamma$, then every $\beta$-bounded object is also $\gamma$-bounded; consequently, the fulfillment of 2.1 for $\alpha = \beta$ ensures that it also holds for $\alpha = \gamma$.

2.5. \textbf{Lemma} In a cocomplete category with a proper factorization system $(\mathcal{E}, \mathcal{M})$ any $\mathcal{E}$-quotient of an $\alpha$-bounded object is $\alpha$-bounded.

\textbf{Proof} Let $B$ be $\alpha$-bounded, let $e : B \to E$ belong to $\mathcal{E}$ and let

$$C_i \xrightarrow{n_i} C \quad (i \in I)$$

be an $\alpha$-directed $\mathcal{M}$-union, that is, $1_C = \bigcup_{i \in I} n_i$. Given $f : E \to C$, there are some $i$ and some morphism $f' : B \to C_i$ such that $f \cdot e = n_i \cdot f'$. Then, since $n_i \in \mathcal{M}$ and $e \in \mathcal{M}^1$, there exists $f'' : E \to C_i$ such that $f = n_i \cdot f''$. \hfill $\square$

2.6. \textbf{Remark} The property stated in Lemma 2.5 is in contrast to the case of $\alpha$-presentability: a quotient of an $\alpha$-presentable object is not necessarily $\alpha$-presentable (see Remark 1.3 of [4]).

2.7. \textbf{Lemma} In a cocomplete category with a proper $(\mathcal{E}, \mathcal{M})$ factorization system:

(i) any $\alpha$-small colimit of $\alpha$-bounded objects is $\alpha$-bounded;

(ii) any $\alpha$-small union of $\alpha$-bounded objects is $\alpha$-bounded.

\textbf{Proof} (i) We are going to prove the statement for the particular case of coproducts. Then the result follows for colimits taking into account Lemma 2.5 and the fact that $\mathcal{M} \subseteq \operatorname{Mono}$ implies that $\operatorname{RegEpi} \subseteq \mathcal{E}$.

Let $A_k (k \in K)$ be an $\alpha$-small set of $\alpha$-bounded objects. Let $c_i : C_i \to C$ ($i \in I$) be an $\alpha$-directed union, and consider a morphism $d : \prod_{k \in K} A_k \to C$. Since every $A_k$ is $\alpha$-bounded, there are morphisms $f_k : A_k \to C_{i_k}$ such that $d \cdot \nu_k = c_{i_k} \cdot f_k$ for all $k$ (where $\nu_k$ are the injections of the coproduct). Since $K$ is $\alpha$-small and
\[
I \text{ is } \alpha\text{-directed, there is some } i \in I \text{ such that } i_k \leq i, \ k \in K. \text{ Then, putting } \ni_k = (A_k \xrightarrow{f_k} C_i \xrightarrow{g_k} C_i), \text{ we obtain } c_i \cdot g_k = d \cdot \nu_k. \text{ Let } h : \text{II}A_k \rightarrow C_i \text{ be the morphism determined by the morphisms } g_k \text{ and the universality of the coproduct. Then we have } d = c_i \cdot h.
\]

(ii) Let \( m_k : A_k \rightarrow A \) \( (k \in K) \) be a union (not necessarily \( \alpha \)-directed) with \( K \) \( \alpha \)-small and all \( A_k \) \( \alpha \)-bounded. Let \( c_i : C_i \rightarrow C \) \( (i \in I) \) be an \( \alpha \)-directed union, and consider a morphism \( f : A \rightarrow C \). Since \( 1_A = \bigcup_{k \in K} m_k \), the induced canonical morphism \( e : \text{II}A_k \rightarrow A \) belongs to \( E \). Put
\[
d = f \cdot e
\]
and let \( i \) and \( h : \text{II}A_k \rightarrow C_i \) be obtained as in (i). Then, we have the following commutative diagram:
\[
\begin{array}{ccc}
\text{II}A_k & \xrightarrow{e} & A = \bigcup A_k \\
\downarrow{h} & & \downarrow{f} \\
C_i & \xrightarrow{c_i} & C
\end{array}
\]
By the diagonal fill-in property, there exists a morphism \( t : A \rightarrow C_i \) such that \( c_i \cdot t = f \). \( \square \)

2.8. Theorem \( \) Let \( A \) be a cocomplete and \( E \)-cowellpowered category with a proper factorization system \( (E, M) \). The following conditions are equivalent:

(i) \( A \) is locally \( \alpha \)-bounded with respect to \( M \).

(ii) There is a set \( H \) of \( \alpha \)-bounded objects such that any object of \( A \) is an \( \alpha \)-directed \( M \)-union of objects of \( H \).

Proof (ii) \( \Rightarrow \) (i): It is clear that if \( H \) is a set as in (ii), then it is an \( E \)-generator of \( A \). In fact, given \( A \in A \), let \( H_i \xrightarrow{m_i} A \) \( (i \in I) \) be an \( \alpha \)-directed \( M \)-union, with all \( H_i \) in \( H \). This means exactly that the induced canonical morphism \( \text{II}H_i \rightarrow A \) belongs to \( E \).

(i) \( \Rightarrow \) (ii): Let \( G \) be an \( E \)-generator of \( A \) with all objects \( \alpha \)-bounded. The class of objects
\[
H = \{ \text{E-quotients of } \alpha \text{-small coproducts of objects of } G \}
\]
is essentially small, because \( G \) is small and \( A \) is \( E \)-cowellpowered. Moreover, from 2.5 and 2.7, the objects of \( H \) are \( \alpha \)-bounded. We show that \( H \) fulfils (ii).

Let \( A \in A \), and let
\[
\{ f_i : G_i \rightarrow A, i \in I \} = \bigcup_{G \in G} A(G, A).
\]
Let

\[ \mathcal{J} = \{ J \subseteq I : J \text{ is } \alpha\text{-small} \}. \]

Consider the following commutative diagram

\[
\begin{array}{c}
G_{J} \xrightarrow{\nu_{j}} Q_{J} \xrightarrow{m_{J}} A \\
\downarrow e_{J} \quad \quad \downarrow m_{J} \\
G_{K} \xrightarrow{e_{K}} Q_{K}
\end{array}
\]

where:

- \( G_{J} = \prod_{j \in J} G_{j} \) and the morphisms \( \nu_{j} \) are the corresponding injections;
- for each \( J \subseteq K \), \( \nu_{j}^{K} : G_{J} \to G_{K} \) is the obvious canonical morphism;
- \( f_{j} : G_{J} \to A \) is the morphism determined by \( f_{j}, j \in J \);
- \( m_{J} \cdot e_{J} \) is the \((\mathcal{E}, \mathcal{M})\) factorization of \( f_{j} : G_{J} \to A \);
- for each \( J \subseteq K \), \( d_{j}^{K} : Q_{J} \to Q_{K} \) is the morphism given by the diagonal fill-in property applied to the equality \( (m_{K} \cdot e_{K}) \cdot \nu_{j}^{K} = m_{J} \cdot e_{J} \).

For \( J \) equipped with the inclusion order, both the diagrams

\[
(\nu_{j}^{K} : G_{J} \to G_{K})_{J \subseteq K, j \in J} \quad \text{and} \quad (d_{j}^{K} : Q_{J} \to Q_{K})_{J \subseteq K, j \in J}
\]

are \( \alpha \)-directed. Moreover the colimit of the former one is \( \prod_{i \in I} G_{i} \). Let \( \gamma_{J} : Q_{J} \to C' = \text{Colim } Q_{J} \) be the colimit cocone of the latter one. Then there is a morphism \( e : \prod_{i \in I} G_{i} \to C' \) making the left-hand square of the following diagram commutative.

\[
\begin{array}{c}
G_{J} \xrightarrow{e_{J}} Q_{J} \xrightarrow{m_{J}} A \\
\downarrow \quad \quad \downarrow \quad \quad \downarrow m_{J} \\
\prod_{i \in I} G_{i} \xrightarrow{e} C \xrightarrow{e'_{J}} \cup_{J \in \mathcal{J}} Q_{J}
\end{array}
\]

The morphism \( e \) belongs to \( \mathcal{E} \), since all \( e_{J} \) do. Let \( m' \cdot e' \) be the \((\mathcal{E}, \mathcal{M})\) factorization of the canonical morphism from \( C \) to \( A \) determined by the morphisms \( m_{J} \). By hypothesis, \( m' \cdot (e' \cdot e) : \prod_{i \in I} G_{i} \to A \) belongs to \( \mathcal{E} \) (because \( \mathcal{G} \) is an \( \mathcal{E} \)-generator). Consequently, \( m' \) lies in \( \mathcal{E} \), and, since it also belongs to \( \mathcal{M} \), is an isomorphism, that is, \( A \) is an union of the \( \mathcal{M} \)-subobjects

\[ m_{J} : Q_{J} \to A, \ J \in \mathcal{J} \].
2.9. **Corollary** A locally bounded category is $\mathcal{E}$-cowellpowered iff for every regular infinite cardinal $\beta$ the class of all $\beta$-bounded objects is essentially small.

**Proof** Let $\mathcal{A}$ be locally $\alpha$-bounded. Without loss of generality we assume that $\beta \geq \alpha$. Then $\mathcal{A}$ is also locally $\beta$-bounded and has a set $\mathcal{H}$ of $\beta$-bounded objects such that any object of $\mathcal{A}$ is an $\mathcal{M}$-union of objects of $\mathcal{H}$. Given a $\beta$-bounded object $A$ let $m_i : H_i \to A$ $(i \in I)$ be that existing union. The $\beta$-boundedness of $A$ implies the equality $m_i \cdot t = 1_A$ for some $t : A \to H_i$. But then $A \simeq H_i$.

Conversely, let $\mathcal{A}$ be a category fulfilling the conditions of 2.1(1), and such that for every regular infinite cardinal $\beta$ the class of all $\beta$-bounded objects is essentially small. Given an object $X$ of $\mathcal{A}$, there is some regular infinite cardinal $\beta$ such that $X$ is $\beta$-bounded (see 2.4(i)). Consequently, by 2.5, the class of $\mathcal{E}$-quotients of $X$ has a representative set. $\square$

3. **Small-orthogonality classes**

In this section we study the following problem: When is a reflective subcategory $\mathcal{B}$ of a locally bounded category $\mathcal{A}$ a small-orthogonality class, i.e., a category of the form $\mathcal{N}^{\perp}$, for $\mathcal{N}$ a set of morphisms? In this study we restrict ourselves to the particular case of the reflector $R : \mathcal{A} \to \mathcal{B}$ preserving $\mathcal{M}$-monomorphisms. More precisely, we characterize those reflective subcategories of a locally $\alpha$-bounded category with an $\mathcal{M}$-preserving reflector which are of the form $\mathcal{N}^{\perp}$ with all morphisms of $\mathcal{N}$ having $\alpha$-bounded domains and codomains.

In the case of locally presentable categories the subcategories of the form $\mathcal{N}^{\perp}$ for $\mathcal{N}$ a set of morphisms with $\alpha$-presentable domains and codomains were characterized in [13] and [5] (see Introduction).

Throughout this section by an $\alpha$-orthogonality class of a locally bounded category $\mathcal{A}$ we shall mean a subcategory of the form $\mathcal{N}^{\perp}$ for some set $\mathcal{N}$ whose all morphisms have $\alpha$-bounded domains and codomains. We borrow this terminology from [4] using boundedness instead of presentability.

3.1. **Remark** Recall that, for a subcategory $\mathcal{B}$ of $\mathcal{A}$, a morphism $g : C \to D$ of $\mathcal{A}$ is said to be a $\mathcal{B}$-epimorphism if for any pair of morphisms $a, b : D \to B$ with $B \in \mathcal{B}$, the equality $a \cdot g = b \cdot g$ implies $a = b$.

Let $\mathcal{A} = \text{Top}$. If $\mathcal{B} = \text{Haus}$ the $\mathcal{B}$-epimorphisms are just the dense morphisms of $\text{Top}$. If $\mathcal{B} = \text{Top}^0$ the $\mathcal{B}$-epimorphisms are the $b$-dense morphisms, i.e., the continuous maps $f : X \to Y$ such that $\{y\} \cap H \cap f(X) \neq \emptyset$ for each $y \in Y$ and

\footnote{Throughout this paper all subcategories are assumed to be full and isomorphism-closed.}
each open set $H$ of $Y$ containing $y$. More generally, if $\mathcal{A}$ has equalizers and a proper factorization system $(\mathcal{E}, \mathcal{M})$, then for any subcategory $\mathcal{B}$ of $\mathcal{A}$ the $\mathcal{B}$-epimorphisms are the morphisms which are dense with respect to the regular closure operator induced in $\mathcal{A}$ by $\mathcal{B}$ ([9]).

If $\mathcal{B}$ is reflective in $\mathcal{A}$ it is easy to see that the $\mathcal{B}$-epimorphisms are just those morphisms of $\mathcal{A}$ whose image by the reflector is an epimorphism in $\mathcal{B}$.

3.2. Definition Let $\mathcal{A}$ be a locally bounded category and let $\mathcal{B}$ be a subcategory of $\mathcal{A}$. A morphism $f : A \to B$ of $\mathcal{A}$ is said to be $\alpha$-$\mathcal{B}$-neat provided that in each commutative diagram

\[
\begin{array}{ccc}
C & \xrightarrow{g} & D \\
\downarrow{u} & & \downarrow{v} \\
A & \xrightarrow{f} & B
\end{array}
\]

with $C$ and $D$ $\alpha$-bounded and $g$ a $\mathcal{B}$-epimorphism, $u$ factorizes through $g$, i.e., $u = u' \cdot g$ for some $u'$.

3.3. Remark The following properties are easily established (compare with the properties of $\mathcal{B}$-pure morphisms in [5]):

(i) The composition of $\alpha$-$\mathcal{B}$-neat morphisms is an $\alpha$-$\mathcal{B}$-neat morphism.
(ii) If $f \cdot g$ is $\alpha$-$\mathcal{B}$-neat than $g$ is $\alpha$-$\mathcal{B}$-neat.
(iii) Every $\gamma$-$\mathcal{B}$-neat morphism is $\alpha$-$\mathcal{B}$-neat for $\gamma \geq \alpha$.
(iv) All $\alpha$-$\mathcal{B}$-neat morphisms are monomorphisms; and every equalizer is an $\alpha$-$\mathcal{B}$-neat morphism.
(v) If $\mathcal{B}$ is cogenerating in $\mathcal{A}$, then

\[
\text{StrongMono}(\mathcal{A}) \subseteq \{\alpha$-$\mathcal{B}$-neat morphisms\}.
\]

The last statement follows from the fact that, in this case, every $\mathcal{B}$-epimorphism is an epimorphism in $\mathcal{A}$.

3.4. Proposition Let $\mathcal{A}$ be a locally $\alpha$-bounded category with respect to $\mathcal{M}$. Then any $\alpha$-orthogonality class of $\mathcal{A}$ is a reflective subcategory of $\mathcal{A}$ which is

(i) closed under $\alpha$-directed $\mathcal{M}$-unions;
(ii) locally $\alpha$-bounded with respect to $\mathcal{M}' = \mathcal{M} \cap \text{Mor}(\mathcal{B})$;
(iii) closed under $\alpha$-$\mathcal{B}$-neat subobjects.

Proof Let $\mathcal{B} = \mathcal{N}^\perp$ for $\mathcal{N}$ a set of morphisms in $\mathcal{A}$ with $\alpha$-bounded domains and codomains. From [10], we know that $\mathcal{B}$ is reflective and has an $(\mathcal{E}', \mathcal{M}')$ proper factorization system, with $\mathcal{E}' = (\mathcal{M}')^\perp$. Moreover, cowellpoweredness of $\mathcal{A}$ with respect to $\mathcal{E}$ implies $\mathcal{E}'$-cowellpoweredness of $\mathcal{B}$. Let $R : \mathcal{A} \to B$ be the reflector.

(i) Let $b_i : B_i \to Z$  \hspace{1cm}  (i \in I)
be an $\alpha$-directed $\mathcal{M}$-union in $\mathcal{A}$ with all $B_i \in \mathcal{B}$. We want to show that $Z \in \mathcal{B} = \mathcal{N}^\perp$. Let $h : X \rightarrow Y$ be a morphism of $\mathcal{N}$ and let $f : X \rightarrow Z$. Since $X$ is $\alpha$-bounded there is some $i$ and some $f' : X \rightarrow B_i$ such that $b_i \cdot f' = f$. The morphism $f'$ factorizes through $h$, because $B_i \in \mathcal{B}$, and, hence, so does the morphism $f$. To show the uniqueness of the last factorization, let $y, y' : Y \rightarrow Z$ be such that $y \cdot h = y' \cdot h$. Since $Y$ is $\alpha$-bounded, we can find $k \in I$ and $t, t' : Y \rightarrow B_k$ such that $y = b_k \cdot t$ and $y' = b_k \cdot t'$. Now the equality $b_k \cdot t \cdot h = b_k \cdot t' \cdot h$, the orthogonality of $B_k$ to $h$ and the fact that $b_k \in \mathcal{M}$ imply that $t = t'$, thus $y = y'$.

(ii) Of course $\mathcal{B}$ is cocomplete. Moreover:
(a) If $X$ is an $\alpha$-bounded object of $\mathcal{A}$, then $RX$ is an $\alpha$-bounded object of $\mathcal{B}$. This is clear since, from (i), every $\alpha$-directed $\mathcal{M}'$-union in $\mathcal{B}$ is an $\alpha$-directed $\mathcal{M}$-union in $\mathcal{A}$.
(b) If $\mathcal{G}$ is an $\mathcal{E}$-generator of $\mathcal{A}$ then it is well known that $R(\mathcal{G})$ is an $\mathcal{E}'$-generator of $\mathcal{B}$ ([10]). In fact, let $A \in \mathcal{B}$, and let $e : \Pi_{i \in I} G_i \rightarrow A$ be a morphism of $\mathcal{E}$ with all $G_i$ in $\mathcal{G}$. Then the morphism $Re : \Pi_{i \in I} RG_i \rightarrow A$ belongs to $\mathcal{E}'$ since, as it is easily seen, $R(\mathcal{E}) \subseteq (\mathcal{M'})^\perp$.

(iii) Let $m : Z \rightarrow B$ be an $\alpha$-$\mathcal{B}$-neat morphism with $B \in \mathcal{B}$. We want to show that $Z \in \mathcal{B}$. Let $h : X \rightarrow Y$ lay in $\mathcal{N}$. Given a morphism $f : X \rightarrow Z$, since $B \in \mathcal{N}^\perp$, we get $f'$ such that $f' \cdot h = m \cdot f$. Because $m$ is $\alpha$-$\mathcal{B}$-neat, there is $f''$ such that $f'' \cdot h = f$. The uniqueness of $f''$ follows from the fact that $m \cdot f$ factors uniquely through $h$ and $m$ is a monomorphism. $\square$

3.5. Remark Let $\mathcal{A}$ be a locally $\alpha$-bounded category with respect to $\mathcal{M}$. Let $\mathcal{B}$ be a subcategory of $\mathcal{A}$ which is locally $\alpha$-bounded with respect to $\mathcal{M} \cap \text{Mor}(\mathcal{B})$ and closed under limits and under $\alpha$-directed $\mathcal{M}$-unions. Then $\mathcal{B}$ is reflective. In fact, the inclusion functor $\mathcal{B} \hookrightarrow \mathcal{A}$ fulfills the solution set condition: Given $A \in \mathcal{A}$, there is some regular cardinal $\lambda \geq \alpha$ such that $A$ is $\lambda$-bounded in $\mathcal{A}$ and $\mathcal{B}$ is a locally $\lambda$-bounded category. Consequently, there is a set $\{B_i, i \in I\}$ of $\lambda$-bounded objects of $\mathcal{B}$ such that every object of $\mathcal{B}$ is a $\lambda$-directed $\mathcal{M} \cap \text{Mor}(\mathcal{B})$-union of $B_i$’s. But, being closed in $\mathcal{A}$ under $\alpha$-directed unions, $\mathcal{B}$ is also closed under $\lambda$-directed unions. Then, any morphism $g : A \rightarrow B$ with codomain in $\mathcal{B}$ factorizes through some of the objects $B_i$.

Next we want to characterize the reflective subcategories of a locally bounded category which are small-orthogonality classes. We restrict ourselves to reflective subcategories whose reflector preserves $\mathcal{M}$-monomorphisms. This kind of reflectors were studied by Ringel in [18], for $\mathcal{M} = \{\text{monomorphisms}\}$. Top$_0$ and Sob are examples of subcategories of Top whose reflector preserves embeddings. Let Sob$_\alpha$ denote the limit-closure in Top of the ordinal $\alpha$ regarded as a topological
3.6. Theorem Let $\mathcal{A}$ be a locally $\alpha$-bounded category with respect to $\mathcal{M}$. Let $\mathcal{B}$ be a reflective subcategory of $\mathcal{A}$ whose reflector preserves morphisms of $\mathcal{M}$. Then $\mathcal{B}$ is an $\alpha$-orthogonality class in $\mathcal{A}$ iff it is closed under $\alpha$-directed $\mathcal{M}$-unions and $\alpha$-$\mathcal{B}$-neat subobjects.

Proof The necessity was proved in 3.4.

In order to prove the sufficiency, we first show that the reflector $R : \mathcal{A} \to \mathcal{B}$ preserves $\alpha$-directed $\mathcal{M}$-unions. Given an $\alpha$-directed $\mathcal{M}$-union $m_i : X_i \to X$ ($i \in I$), we have commutative diagrams

$$
\begin{array}{c}
X_i \ar[r]^{r_{X_i}} & RX_i \\
X \ar[u]^{m_i} \ar[r]_{r_X} & \Pi_{i \in I} RX_i \\
 & RX \ar[l]^{\Pi_{i \in I} r_{X_i}}
\end{array}
$$

where $e \in \mathcal{E}$. But, as is easy to see, $R(\mathcal{E}) \subseteq \mathcal{E}' = (\mathcal{M}')^\perp$ for $\mathcal{M}' = \mathcal{M} \cap \text{Mor}(\mathcal{B})$. Then the morphisms $Rm_i : RX_i \to RX$ form an $\mathcal{M}'$-union in $\mathcal{B}$.

To finish the proof, we show that, for

$$
\mathcal{N} = \{ h : X \to Y \text{ in } \mathcal{A}, h \perp \mathcal{B}, X, Y \text{ } \alpha\text{-bounded} \},
$$

$\mathcal{N}^\perp \subseteq \mathcal{B}$, and thus $\mathcal{B} = \mathcal{N}^\perp$. Let $X \in \mathcal{N}^\perp$. We show that the reflection $r_X : X \to RX$ of $X$ in $\mathcal{B}$ is $\alpha$-$\mathcal{B}$-neat; consequently, as $\mathcal{B}$ is closed under $\alpha$-$\mathcal{B}$-subobjects, $X \in \mathcal{B}$. Let $f : Y \to Z$ be a $\mathcal{B}$-epimorphism with $Y$ and $Z$ $\alpha$-bounded. Given morphisms $s : Y \to X$ and $t : Z \to RX$ such that $t \cdot f = r_X \cdot s$, let $m_i : X_i \to X$ be an $\alpha$-directed $\mathcal{M}$-union in $\mathcal{A}$ with all $X_i$ $\alpha$-bounded. Then there is some $i \in I$ and $s' : Y \to X_i$ such that $m_i \cdot s' = s$. The closedness of $\mathcal{B}$ under $\alpha$-directed $\mathcal{M}$-unions and the fact that $Z$ is $\alpha$-bounded implies the existence of some $j \in I$ and a morphism $t' : Z \to RX_j$ such that $Rm_j \cdot t' = t$. Since $I$ is $\alpha$-directed, we can then find $k \in I$ and morphisms $\pi$ and $\tau$ such that the following diagram is commutative (the commutativity of the upper quadrilateral is derived from the fact that $Rm_k$ is...
Let \( X_k \xrightarrow{f'} W \xleftarrow{s'} Z \) be the pushout of \( f \) along \( \overline{s} \). Since \( r_{X_k} \perp B \), any morphism \( g : X_k \to B \) with \( B \in B \) is factorizable through \( f' \). Furthermore, as one easily sees, the pushout of a \( B \)-epimorphism is also a \( B \)-epimorphism. Hence \( f' \perp B \). Therefore, \( n \cdot s' \) is the needed diagonal morphism, since \( (n \cdot s') \cdot f = n \cdot f' \cdot \overline{s} = m_k \cdot \overline{s} = s \).

### 3.7. Examples

1. The category \( \text{Top}_0 \) is an \( \aleph_0 \)-orthogonality class in \( \text{Top} \). In fact \( \text{Top}_0 = \{ h \} \perp \) where \( h \) is the map \( h : \{0, 1\} \to \{0\} \), considering the two-elements set with the trivial topology.

2. The category \( \text{Top}_1 \) of \( T_1 \) topological spaces is an \( \aleph_0 \)-orthogonality class of \( \text{Top} \). It is just the subcategory of all objects orthogonal to the quotient \( S \xrightarrow{\sim} \{0\} \), where \( S \) is the Sierpiński space. In this case, the reflector does not preserve embeddings.

3. \( \text{Sob} \) is not an \( \aleph_0 \)-orthogonality class in \( \text{Top}_0 \), and, consequently, it is not an \( \aleph_0 \)-orthogonality class in \( \text{Top} \). This follows from the above theorem taking into account that \( \text{Sob} \) is not closed under \( \aleph_0 \)-\( \text{Sob} \)-neat subobjects in \( \text{Top}_0 \).

For that, we show that every \( \text{Sob} \)-epimorphism \( e : X \to Y \) with \( X \) and \( Y \) finite is a surjection. (We recall that the \( \text{Sob} \)-epimorphisms of \( \text{Top}_0 \) are the \( b \)-dense morphisms, see 3.1.) Let \( y \in Y \), let \( \{ H_i, i \in I \} \) be the set of all open neighbourhoods of \( y \), and put \( H = \bigcap_{i \in I} H_i \). Since \( I \) is finite, \( H \) is an open containing \( y \), and, then, \( H \cap e(X) \cap \{ y \} \neq \emptyset \). Let \( y' \) be an element of that intersection. Thus \( \{ y' \} \subseteq \{ y \} \). But for all \( H_i \) we have \( y' \in H_i \), hence \( \{ y \} = \{ y' \} \). Since \( Y \in \text{Top}_0 \), we conclude that \( y = y' \), then \( y \in e(X) \).

As a consequence we have that

\[ \{ \text{embeddings} \} \subseteq \{ \aleph_0 \text{-Sob}-neat morphisms} \].

But then, if \( \text{Sob} \) were closed under \( \aleph_0 \)-\( \text{Sob} \)-neat subobjects, it would also be closed under embeddings, what is obviously false (since the reflections are embeddings).
(4) The category $\text{Norm}$ of normed (real or complex) vectorial spaces and linear contractions is a locally $\aleph_0$-bounded category with respect to embeddings, and its $\aleph_0$-bounded objects are the spaces with finite dimension. Analogously, all spaces with countable dimension are $\aleph_1$-bounded. The subcategory $\text{Ban}$ of all Banach spaces is an $\aleph_1$-orthogonality class of $\text{Norm}$. In fact, it is easy to see that

$$\text{Ban} = \mathcal{N}^\perp$$

where $\mathcal{N}$ is the class of all dense embeddings $X \hookrightarrow Y$ with $X$ and $Y$ with countable dimensions.
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