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TRANSGRESSION TO LOOP SPACES AND ITS INVERSE,
I: DIFFEEOLOGICAL BUNDLES AND FUSION MAPS

by Konrad WALDORF

Résumé. On montre que les classes d’isomorphisme de fibrés principaux sur
un espace difféologique sont en bijection avec certaines applicationes sur son
espace des lacets, aussi bien dans une configuration avec connexion qu’une
configuration sans connexion. Les applications sur l’espace des lacets sont
lisses et satisfont une propriété «fusion» à l’égard de triplets de chemins.
Les bijections sont établies par des isomorphismes explicites, que nous ap-
pelons «transgression» et «régession». Réduits à une variété différentielle
nos résultats étendent des résultats précédents de JW Barrett.

Abstract. We prove that isomorphism classes of principal bundles over a dif-
féological space are in bijection to certain maps on its free loop space, both in
a setup with and without connections on the bundles. The maps on the loop
space are smooth and satisfy a “fusion” property with respect to triples of
paths. Our bijections are established by explicit group isomorphisms: trans-
gression and regression. Restricted to smooth, finite-dimensional manifolds,
our results extend previous work of J. W. Barrett.
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1. Introduction and Results

We study a relationship between geometry on a space and geometry on its
loop space. We are concerned with a fairly general class of spaces: diffeo-
logical spaces, one version of the “convenient calculus” [Sou81, KM97]. Most
prominent, the category of diffeological spaces contains the categories of
smooth manifolds and Fréchet manifolds as full subcategories, and a lot of
familiar geometry generalizes almost automatically from these subcategories
to diffeological spaces.

The geometry we study on a diffeological space \( X \) consists of principal
bundles with connection. The structure group of these bundles is an ordi-
nary, abelian Lie group \( A \), which is allowed to be discrete and non-compact.
The loop space \( \mathcal{L}X \) that is relevant here consists of so-called thin homotopy
classes of smooth maps \( \tau : S^1 \to X \), and is thus better called the “thin
loop space” of \( X \). Due to the convenient properties of diffeological spaces,
\( \mathcal{L}X \) is again an honest diffeological space. On \( \mathcal{L}X \), we characterize a class
of “fusion maps” \( f : \mathcal{L}X \to A \), following an idea of Stolz and Teichner
[ST]. A fusion map \( f \) is smooth, and whenever \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are paths in \( X \)
with a common initial point and a common end point, it satisfies
\[
f(\tau_2 \star \gamma_1) \cdot f(\tau_3 \star \gamma_2) = f(\tau_3 \star \gamma_1),
\]
where \( \star \) denotes the composition of paths and \( \overline{\gamma} \) denotes the reversed path.
Fusion maps form a group under point-wise multiplication, which we de-
note by \( \mathcal{F}_{\text{us}}(\mathcal{L}X, A) \). A detailed discussion of fusion maps is the content of
Section 2. Our first result is

**Theorem A.** Let \( X \) be a connected diffeological space and let \( A \) be an
abelian Lie group. There is an isomorphism
\[
\text{h}_0 \text{DiffBun}_A^X(X) \cong \mathcal{F}_{\text{us}}(\mathcal{L}X, A)
\]
between the group of isomorphism classes of diffeological principal \( A \-
bundles over \( X \) with connection and the group of fusion maps on the thin
loop space \( \mathcal{L}X \).

The bijection of Theorem A is established by group isomorphisms called
“transgression” and “regression”. Transgression basically takes the holo-
nomy of the given connection, and is discussed in Section 5. Its inverse,
regression, reconstructs a principal bundle over \( X \) with connection from a
given fusion map \( f : \mathcal{L}X \to A \), and is the content of Section 4. The proof
of Theorem A is given in Section 6.

The groups on both sides of the isomorphism of Theorem A have impor-
tant subgroups: the one on the left hand side is composed of bundles with
flat connections, and the one on the right hand side is composed of \( \text{locally constant} \) fusion maps. In Propositions 4.2.5 and 3.2.13 we shall show the following:
Corollary A. The isomorphism of Theorem A restricts to an isomorphism
\[ h_0 \text{Diff} \overline{\text{Bun}}_A^{\nabla h}(X) \cong \text{Fus}_{lc}(\mathcal{L}X, A) \]
between the group of isomorphism classes of flat diffeological principal $A$-bundles over $X$ and the group of locally constant fusion maps on $\mathcal{L}X$.

If $X$ is a smooth manifold, a diffeological principal bundle over $X$ is the same as a smooth principal bundle; similarly, connections on diffeological principal bundles become ordinary, smooth connections. Under these identifications, Theorem A and Corollary A are statements about the geometry of ordinary, smooth manifolds.

Our second result is an analog of Theorem A in a setup for bundles without connection. It relies on the existence of connections on principal bundles and is thus only valid over smooth manifolds, and not over general diffeological spaces. The relevant structure on the thin loop space is now a group of equivalence classes of fusion maps, which we denote by $h \text{Fus}(\mathcal{L}M, A)$. Here two fusion maps are identified if they are connected by a path through the space of fusion maps.

Theorem B. Let $M$ be a connected smooth manifold. There is an isomorphism
\[ h_0 \text{Bun}_A(M) \cong h \text{Fus}(\mathcal{L}M, A) \]
between the group of isomorphism classes of smooth principal $A$-bundles over $M$ and the group of equivalence classes of fusion maps on $\mathcal{L}M$.

Our last result is that under the isomorphisms of Theorems A and B, the operation of forgetting connections corresponds precisely to the projection of a fusion map to its equivalence class:

Theorem C. The bijections of Theorems A and B fit into a commutative diagram
\[ \begin{array}{ccc}
\overline{\text{Bun}}_A(M) & \xrightarrow{\cong} & \text{Fus}(\mathcal{L}M, A) \\
\downarrow & & \downarrow \\
\text{Bun}_A(M) & \xrightarrow{\cong} & h \text{Fus}(\mathcal{L}M, A),
\end{array} \]
whose vertical arrows are, respectively, forgetting the connection and projecting to equivalence classes.
Theorems B and C are proved simultaneously. In Sections 4 and 5 we define group homomorphisms $\mathcal{T}$ and $\mathcal{R}$ that constitute the isomorphism of Theorem B such that Theorem C is true. In other words, $\mathcal{T}$ and $\mathcal{R}$ are covered, respectively, by transgression and regression, which are inverses of each other according to Theorem A. Since the vertical arrows in the commutative diagram of Theorem C are surjective, it follows that $\mathcal{T}$ and $\mathcal{R}$ are also inverses to each other.

Studying the relationship between principal bundles with connection over a smooth manifold $M$ and their holonomy has a long history in differential geometry, including work of Milnor, Lashof and Teleman. A nice overview and references can be found in Barrett’s seminal paper [Bar91]. In that paper, Barrett introduced the notion of thin homotopic loops that we use here, and proved a version of our Theorem A for smooth manifolds. We remark that his formulation of the loop space structure is slightly different from our fusion maps, and requires fixing a base point in $M$.

The results of the present article extend Barrett’s result in two ways. The first is that Theorem A extends Barrett’s bijection to a larger class of spaces – diffeological spaces. For example, Theorem A holds for principal bundles over the thin loop space itself. The second is Theorem B, which extends Barrett’s bijection to principal bundles without connection.

Our results are made possible due to new tools that we develop. The main innovation is a comprehensive theory of principal bundles with connection over diffeological spaces; this is worked out in Section 3. We follow the slogan: even if one is only interested in smooth manifolds it is helpful to use diffeological spaces. More specifically, we use new descent-theoretical aspects: we introduce a Grothendieck topology on the category of diffeological spaces and prove that principal bundles with and without connections form sheaves of groupoids (Theorems 3.1.5 and 3.2.2). Finally, we show that diffeological principal bundles with and without connection reduce over smooth manifolds consistently to smooth principal bundles (Theorems 3.1.7 and 3.2.6).

In the main text of this paper we assume that the reader is familiar with the basics of diffeological spaces. In order to make the paper accessible for others, we have included Appendix A with a brief review about diffeological spaces, emphasizing differential forms, path spaces and sheaf theory.
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2. Paths and Loops in Diffeological Spaces

In this section we define fusion maps on thin loop spaces. They appear on the right hand side of the bijections of Theorems A and B.

2.1 Thin Homotopy Equivalence

Let \( X \) be a diffeological space. A path in \( X \) is a smooth map \( \gamma : [0, 1] \to X \) that is locally constant in a neighborhood of \( \{0, 1\} \). The latter condition is also known under the name “sitting instants”. Our main reference for this section is [IZ], where paths are called “stationary paths”. The set of paths is denoted \( PX \); it is itself a diffeological space as a subset of the diffeological space of smooth maps from \( [0, 1] \) to \( X \), which we denote by \( D^\infty([0, 1], X) \).

A diffeological space \( X \) is called connected if the endpoint evaluation

\[ ev : PX \to X \times X : \gamma \mapsto (\gamma(0), \gamma(1)) \]

is surjective. One can show that \( ev \) is then even a subduction [IZ, V.6], the diffeological analog of a smooth map that admits smooth local sections (see Definition A.2.1 and Lemma A.2.2). In the following we assume that \( X \) is connected.

Because of the sitting instants, two paths \( \gamma_1, \gamma_2 \) with \( \gamma_1(1) = \gamma_2(0) \) can be composed to a third path \( \gamma_2 \star \gamma_1 \) which is defined in the usual way [IZ, V.2, V.4]. For \( x \in X \), we denote by \( \text{id}_x \) the constant path at \( x \), and for a path \( \gamma \) we denote by \( \bar{\gamma} \) the reversed path. A smooth map \( f : X \to Y \) between diffeological spaces induces a smooth map

\[ Pf : PX \to PY : \gamma \mapsto f \circ \gamma \]

that takes composition and reversal of paths in \( X \) to those of paths in \( Y \) [IZ, I.59].
We want to force composition to be associative, the constant paths to be identities, and path reversal to provide inverses for this composition. One solution would be to identify homotopic paths. However, as is known in the case of manifolds, a lot of the geometry will be lost: one better restricts to homotopies of rank one, so-called thin homotopies [Bar91, SW09]. In the following we generalize the concept of thin homotopies to diffeological spaces.

**Definition 2.1.1.** Let $k \in \mathbb{N}$. A smooth map $f : X \to Y$ between diffeological spaces has rank $k$ if for every plot $c : U \to X$ and every point $x \in U$ there exists an open neighborhood $U_x \subset U$, a plot $d : V \to Y$ and a smooth map $g : U_x \to V$ such that the diagram

\[
\begin{array}{ccc}
U_x & \xrightarrow{g} & V \\
\downarrow{c} & & \downarrow{d} \\
X & \xrightarrow{f} & Y \\
\end{array}
\]

is commutative, and the rank of the differential of $g$ is at most $k$.

With a view to Theorem B it is important to see that notions we introduce for diffeological spaces reduce to the corresponding existent notions for smooth manifolds.

**Lemma 2.1.2.** For $M$ and $N$ smooth manifolds, a smooth map $f : M \to N$ has rank $k$ in the sense of Definition 2.1.1 if and only if its differential is at most of rank $k$.

The proof is elementary. One can also show that a smooth map $f : X \to Y$ between diffeological spaces has rank $k$ if and only if Laubinger’s tangential map $f^* \to V$ has at most rank $k$ [Lau08]. The following lemma summarizes obvious statements.

**Lemma 2.1.3.** The rank of smooth maps satisfies the following rules:

(a) If $k > l$, every rank $l$ map also has rank $k$.

(b) Every constant map has rank zero.

(c) If $f : X \to Y$ has rank $k$ and descends along a subduction $p : X \to Z$, the quotient map $f' : Z \to Y$ also has rank $k$. 

(d) If \( f : X \rightarrow Y \) has rank \( k \), and \( g : W \rightarrow X \) and \( h : Y \rightarrow Z \) are smooth maps, then \( h \circ f \circ g : W \rightarrow Z \) also has rank \( k \).

Using the notion of the rank of a smooth map, we define a suitable equivalence relation on the space \( PX \) of paths in \( X \).

**Definition 2.1.4.** Let \( \gamma_1 \) and \( \gamma_2 \) be paths in \( X \) with a common initial point \( x \) and a common end point \( y \). A homotopy between \( \gamma_1 \) and \( \gamma_2 \) is a path \( h \in PPX \) with

\[
ev(h) = (\gamma_1, \gamma_2) \quad \text{and} \quad ev(h(s)) = (x, y)
\]

for all \( s \in [0, 1] \). A homotopy \( h \) is called thin, if the adjoint map

\[
h^\vee : [0, 1]^2 \rightarrow X : (s, t) \mapsto h(s)(t)
\]

has rank one.

An important example of a thin homotopy is an orientation-preserving reparameterization; or even any smooth map \( \eta : [0, 1] \rightarrow [0, 1] \) with \( \eta(0) = 0 \) and \( \eta(1) = 1 \). A homotopy between \( \gamma \circ \eta \) and \( \gamma \) can be obtained from a smooth homotopy between \( \eta \) and the identity \( \id_{[0, 1]} \). It is thin due to Lemmata 2.1.2 and 2.1.3 (d).

**Lemma 2.1.5.** Being thin homotopic is an equivalence relation on the diffeological space \( PX \) of paths in \( X \).

**Proof.** First of all, the identity \( \id_\gamma \in PPX \) is thin, since \( \id_\gamma^\vee \) factors through \([0, 1]\), and thus has rank one by Lemmata 2.1.2 and 2.1.3 (d). If \( h \in PPX \) is a thin homotopy, \( \tilde{h} \) is also thin since \( (\tilde{h})^\vee \) factors through \( h^\vee \). Finally, we have to show that if \( h_1 \in PPX \) and \( h_2 \in PPX \) are composable thin homotopies, the composition \( h_2 \ast h_1 \) is again thin. For this purpose we recall that the path composition \( h_2 \ast h_1 : [0, 1] \rightarrow PX \) is defined using the subduction \( U := U_1 \sqcup U_\epsilon \sqcup U_2 \rightarrow [0, 1] \), where

\[
U_1 := [0, \frac{1}{2}) \quad , \quad U_\epsilon := (\frac{1}{2} - \frac{1}{2} \epsilon, \frac{1}{2} + \frac{1}{2} \epsilon) \quad \text{and} \quad U_2 := (\frac{1}{2}, 1],
\]

and \( \epsilon \) is chosen such that \( h_1(t) = h_1(1) \) for all \( t > 1 - \epsilon \) and \( h_2(t) = h_2(0) \) for all \( t < \epsilon \). We define \( \hat{h} : U \rightarrow PX \) by \( h_1(2t) \) over \( U_1 \), \( h_1(1) = h_2(0) \) over \( U_\epsilon \) and \( h_2(2t - 1) \) over \( U_2 \). Obviously, \( \hat{h} \) descends to \([0, 1]\); this
defines $h_2 \ast h_1$ (see Lemma A.1.4). Since $h_1$ and $h_2$ are thin, it follows that
\[ \tilde{h}^\vee : U \times [0,1] \rightarrow X \] has rank one. Furthermore, it descends to $(h_2 \ast h_1)^\vee$. Thus, $(h_2 \ast h_1)^\vee$ has rank one by Lemma 2.1.3 (c).

Denoting by ~ the equivalence relation of being thin homotopic, the diffeological space of thin homotopy classes of paths is
\[ \mathcal{P}X := PX/\sim. \]

It remains to show that $\mathcal{P}X$ has the desired structure:

**Proposition 2.1.6.** Path composition and reversal descend to smooth maps
\[ \ast : \mathcal{P}X \times X \mathcal{P}X \rightarrow \mathcal{P}X \quad \text{and} \quad (\overline{\cdot}) : \mathcal{P}X \rightarrow \mathcal{P}X. \]

The composition is associative and the constant paths are identities. Furthermore, reversing paths provides inverses for the composition.

Proof. Composition and reversal of paths in $PX$ are smooth maps [IZ, V.3, V.4]. By Lemma A.1.4, a smooth map that descends along a subduction descends to a smooth map. So we only have to show that composition and reversal are well-defined under thin homotopies.

In order to do so, we introduce a “pointwise” composition and reversal for paths in path spaces. If $h \in PPX$ is such a path, $r(h) \in PPX$ is defined by $r(h)(s) := \bar{h}(s)$. Since $r(h)^\vee$ factors through $h^\vee$, $r(h)$ is thin whenever $h$ is thin. Thus, if $h$ is a thin homotopy between $\gamma_1$ and $\gamma_2$, then $r(h)$ is a thin homotopy between $\gamma_1^\vee$ and $\gamma_2^\vee$.

The composition goes similarly; here one constructs from two paths $h_1, h_2 \in PPX$ such that $h_1 \times h_2$ is a path in $PX \times_X PX$ a new path $c(h_1, h_2)$ by $c(h_1, h_2)(s) := h_2(s) \ast h_1(s)$. This is thin by the same reasoning as in the proof of Lemma 2.1.5. Summarizing, if $h_1$ is a thin homotopy between $\gamma_1$ and $\gamma_1'$, and $h_2$ is a thin homotopy between $\gamma_2$ and $\gamma_2'$, where $\gamma_1$ and $\gamma_2$ are composable, $c(h_1, h_2)$ is well-defined since
\[
h_1(s)(1) = \gamma_1(1) = \gamma_2(0) = h_2(s)(0) \]
for all $s \in [0,1]$, and thus is a thin homotopy between $\gamma_2 \ast \gamma_1$ and $\gamma'_2 \ast \gamma'_1$.

Composition is associative: one finds for three composable paths $\gamma_1, \gamma_2$ and $\gamma_3$, a thin homotopy $(\gamma_3 \ast \gamma_2) \ast \gamma_1 \sim \gamma_3 \ast (\gamma_2 \ast \gamma_1)$ constructed from
the evident reparameterization. In the same way one finds thin homotopies
\( \gamma \ast \text{id}_x \sim \gamma \sim \text{id}_y \ast \gamma \) for a path \( \gamma \) with \( \text{ev}(\gamma) = (x, y) \).

Inversion provides inverses: we have to construct thin homotopies
\[ \gamma \ast \text{inv} \sim \text{id}_y \quad \text{and} \quad \text{id}_x \sim \text{inv} \ast \gamma \]
for any path \( \gamma \) with \( \text{ev}(\gamma) = (x, y) \). To do so, consider a smoothing function \( \varphi : [0, 1] \rightarrow [0, 1] \) such that there exists \( \epsilon > 0 \) with \( \varphi(t) = 0 \) for \( t < \epsilon \) and \( \varphi(t) = 1 \) for \( t > 1 - \epsilon \). Notice that for \( s \in [0, 1] \), \( \Gamma_s(t) := \gamma(\varphi(s), \varphi(t)) \) is a path in \( X \) with \( \text{ev}(\Gamma_s) = (x, \gamma_\varphi(s)) \), where \( \gamma_\varphi := \gamma \circ \varphi \) is the reparameterized path. Furthermore, it can be regarded as a path
\[ \Gamma : [0, 1] \rightarrow \mathcal{P}X : s \mapsto \Gamma_s \]
with \( \text{ev}(\Gamma) = (\text{id}_x, \gamma_\varphi) \). The adjoint map \( \Gamma^\vee \) has rank one since it factors through \([0, 1]\). Then, \( c(r(\Gamma), \Gamma) \) in the notation introduced above is a thin homotopy between \( \text{id}_x = \text{id}_x \ast \text{id}_x \) and \( \text{inv} \ast \gamma_\varphi \). Since \( \gamma \) and \( \gamma_\varphi \) are thin homotopy equivalent, the latter is thin homotopy equivalent to \( \text{inv} \ast \gamma \). Thus, we have constructed one of the claimed thin homotopies. The other one can be constructed analogously.

Finally we remark that the space \( \mathcal{P}X \) of thin homotopy classes of paths in \( X \) is functorial in \( X \): for \( f : X \rightarrow Y \) a smooth map, the induced map \( \mathcal{P}f : \mathcal{P}X \rightarrow \mathcal{P}Y \) on path spaces descends to thin homotopy classes to a smooth map
\[ \mathcal{P}f : \mathcal{P}X \rightarrow \mathcal{P}Y, \]
respecting composition, reversal and identity paths. An alternative formulation of Proposition 2.1.6 is that \( \mathcal{P}X \) is the space of morphisms of a diffeological groupoid called the path groupoid of \( X \) (see [SW09, SW11]). From this point of view, the maps \( \mathcal{P}f \) define functors between these groupoids.

### 2.2 Fusion Maps

In this section we give the definition of a fusion map, based on a relationship between path spaces and loop spaces that we introduce first. A loop in \( X \) is a smooth map \( \tau : S^1 \rightarrow X \). Loops in \( X \) form the diffeological space
\[ LX := D^\infty(S^1, X). \]
The following definition generalizes Barrett’s notion of thin homotopies [Bar91] from smooth manifolds to diffeological spaces.

**Definition 2.2.1.** A homotopy between loops $\tau_1$ and $\tau_2$ in $X$ is a path $h \in PLX$ with $ev(h) = (\tau_1, \tau_2)$. A homotopy $h$ is called thin, if the adjoint map

$$h^\vee : [0,1] \times S^1 \to X : (t,z) \mapsto h(t)(z)$$

has rank one.

For any smooth map $f : S^1 \to S^1$ that is homotopic to the identity – in particular any rotation and any orientation-preserving reparameterization – there exists a thin homotopy between $\tau \circ f$ and $\tau$. Analogously to Lemma 2.1.5 one can show that being thin homotopic is an equivalence relation on the diffeological space $LX$ of loops in $X$. We denote this equivalence relation by $\sim$, and the diffeological space of thin homotopy classes of loops by

$$LX := LX/\sim$$

and called the thin loop space of $X$.

Now we come to the afore-mentioned relationship between path spaces and loop spaces. Denoting by $PX_{cl} \subset PX$ the subspace of closed paths, a smooth map $cl : PX_{cl} \to LX$ is obtained by performing a gluing construction similar to the one from the proof of Lemma 2.1.5. Consider a pair $(\gamma_1, \gamma_2)$ of paths with a common initial and a common end point; such pairs of paths form the fibre product $PX_{[2]} := PX \times_{X^2} PX$, taken along the evaluation map $ev : PX \to X \times X$. We have a map $se : PX_{[2]} \to PX_{cl}$ that takes the pair $(\gamma_1, \gamma_2)$ to the closed path $\gamma_2 \ast \gamma_1$, and is smooth since path composition and inversion are smooth [IZ, V.3, V.4]. All together, we have a smooth map

$$l := cl \circ se : PX_{[2]} \to LX.$$

Since every loop in the image of $l$ is constant in a neighborhood of $1 \in S^1$, it is clear that $l$ is not surjective. It induces, however, a subduction on thin homotopy classes:

**Lemma 2.2.2.** There is a subduction $\ell : PX_{[2]} \to LX$ such that the dia-
is commutative. In particular, \( \ell \) is surjective. Moreover, \( \ell \) satisfies the relations
\[
\ell(\gamma_1, \kappa \ast \gamma_2) = \ell(\overline{\kappa} \ast \gamma_1, \gamma_2) \quad \text{and} \quad \ell(\gamma_1, \gamma_2 \ast \beta) = \ell(\gamma_1, \overline{\beta} \ast \gamma_2)
\]
for all possible \( \gamma_1, \gamma_2, \kappa, \beta \in \mathcal{P}X \).

Proof. We show that \( \text{pr} \circ \ell \) descends to the claimed map \( \ell \); this makes the diagram commutative. With Proposition 2.1.6 it remains to prove that \( \text{cl} \) descends. Indeed: the composition of a thin homotopy \( h \in \mathcal{P}X_{\text{cl}} \) with \( \text{cl} \) defines a thin homotopy \( \text{cl} \circ h \in \mathcal{P}LX \). The first relations follow since already \( \text{se}(\gamma_1, \kappa \ast \gamma_2) = \text{se}(\overline{\kappa} \ast \gamma_1, \gamma_2) \). The second follows since the loops \( \text{cl}(\overline{\beta} \ast \gamma_2 \ast \gamma_1) \) and \( \text{cl}(\gamma_2 \ast \gamma_1 \circ \overline{\beta}) \) are related by a rotation of \( \frac{2\pi}{3} \), and hence thin homotopic. The statement that \( \ell \) is a subduction is not needed in this article and can hence be left as an exercise.

The subduction \( \ell \) is needed to define fusion maps. Let \( G \) be a Lie group, and suppose \( f : \mathcal{L}X \to G \) is a smooth map. We introduce the notation
\[
f_{\ell} := f \circ \ell : \mathcal{P}X^{[2]} \to G
\]
in order to simplify the following formulae.

**Definition 2.2.3.** A smooth map \( f : \mathcal{L}X \to G \) is called fusion, if
\[
f_{\ell}(\gamma_1, \gamma_2) \cdot f_{\ell}(\gamma_2, \gamma_3) = f_{\ell}(\gamma_1, \gamma_3)
\]
for all \((\gamma_1, \gamma_2, \gamma_3) \in \mathcal{P}X^{[3]}\), i.e. for all triples of thin homotopy classes of paths with a common initial point and a common end point.

It is straightforward to deduce the following properties of fusion maps.

**Lemma 2.2.4.** Let \( f : \mathcal{L}X \to G \) be a fusion map. Then,

(a) \( f_{\ell}(\gamma_1, \gamma_2) = f_{\ell}(\gamma_2, \gamma_1)^{-1} \) for all \((\gamma_1, \gamma_2) \in \mathcal{P}X^{[2]}\).
\( f_\ell(\gamma, \gamma) = 1 \) for all \( \gamma \in \mathcal{P}X \).

Fusion maps form a subspace of the diffeological space \( D^\infty(\mathcal{L}X, G) \) of all smooth maps, which we write as \( \mathcal{F}_{\text{us}}(\mathcal{L}X, G) \). It appears on the right hand side of the isomorphism of Theorem A.

**Definition 2.2.5.** A fusion homotopy between fusion maps \( f_0 \) and \( f_1 \) is a path \( h \) in \( \mathcal{F}_{\text{us}}(\mathcal{L}X, G) \) with \( \text{ev}(h) = (f_0, f_1) \).

Due to the composition and reversal of paths, fusion homotopies define an equivalence relation \( \sim \) on the space of fusion maps. We denote the space of equivalence classes by

\[
\mathcal{hF}_{\text{us}}(\mathcal{L}X, G) := \mathcal{F}_{\text{us}}(\mathcal{L}X, G) / \sim.
\]

It appears on the right hand side of the isomorphism of Theorem B.

There are two particular situations. The first is when \( G \) is replaced by an abelian Lie group \( A \). Then, fusion maps \( \mathcal{F}_{\text{us}}(\mathcal{L}X, A) \) form a group by point-wise multiplication, and a subgroup of the group \( D^\infty(\mathcal{L}X, A) \). The group structure is preserved under fusion homotopies; hence, \( \mathcal{hF}_{\text{us}}(\mathcal{L}X, A) \) is also a group.

The second situation is that of a smooth manifold \( M \). Then one can express the condition that a map \( f : \mathcal{L}M \to G \) is smooth in terms of the Fréchet manifold structure on \( \mathcal{L}M \). Indeed, \( f \) is smooth if and only if \( f \circ \text{pr} : \mathcal{L}M \to G \) is smooth in the Fréchet sense, where \( \text{pr} : \mathcal{L}M \to \mathcal{L}M \) is the projection to thin homotopy classes (see Lemmata A.1.4 and A.1.7). In the same way, the smoothness of a fusion homotopy \( h \in \mathcal{P}\mathcal{F}_{\text{us}}(\mathcal{L}M, G) \) can be characterized by saying that the pullback of the adjoint map \( h^\vee : [0, 1] \times \mathcal{L}M \to G \) to \( [0, 1] \times \mathcal{L}M \) is smooth in the Fréchet sense. Thus, the sets \( \mathcal{F}_{\text{us}}(\mathcal{L}M, G) \) and \( \mathcal{hF}_{\text{us}}(\mathcal{L}M, G) \) have a description in terms of Fréchet manifolds.

### 3. Diffeological Principal Bundles with Connection

In this section we introduce diffeological principal bundles with connection, which appear on the left hand side of the bijection of Theorem A. In addition, we prove some results that we need in order to prove Theorems A and B.
3.1 Diffeological Principal Bundles

Here we define diffeological principal bundles and show that they form a sheaf of groupoids over diffeological spaces (Theorem 3.1.5). This sheaf is monoidal if the structure group is abelian (Theorem 3.1.6). We show that a diffeological bundle over a smooth manifold is the same as a smooth principal bundle (Theorem 3.1.7).

Let $G$ be a Lie group and let $X$ be a diffeological space.

**Definition 3.1.1.** A diffeological principal $G$-bundle over $X$ is a subduction $p : P \rightarrow X$ together with a fibre-preserving right action of $G$ on $P$ such that  
$$\tau : P \times G \rightarrow P \times X \quad (p, g) \mapsto (p, pg)$$

is a diffeomorphism.

The condition on the map $\tau$ ensures that the action is smooth, free and fibre wise transitive. For instance, it determines a smooth map  
$$g_P : P^{[2]} \rightarrow G : (p_1, p_2) \mapsto \text{pr}_2(\tau^{-1}(p_1, p_2)), \quad (3.1.1)$$

whose result is the unique group element $g \in G$ with $p_2 = p_1g$. The condition that the projection $p$ be a subduction ensures that $X$ is diffeomorphic to the quotient of $P$ by the group action [IZ, I.50].

**Remark 3.1.2.** Definition 3.1.1 coincides with the restriction of [Igl85, Definition 3.3.1] from diffeological groups to ordinary Lie groups. In order to see this, it is important to notice that the projection of a diffeological principal $G$-bundle is necessarily a “strong subduction”, the diffeological analogue of a submersion.

The morphisms between diffeological principal $G$-bundles over $X$ are $G$-equivariant smooth maps that respect the projections to $X$. For $P_1$ and $P_2$ diffeological principal $G$-bundles over $X$, we claim that every morphism $\varphi : P_1 \rightarrow P_2$ is invertible. To see this, consider the smooth map  
$$P_2 \times_X P_1 : (p_2, p_1) \mapsto p_1 g_{P_2}(\varphi(p_1), p_2).$$

It satisfies the gluing condition for the subduction $\text{pr}_1 : P_2 \times_X P_1 \rightarrow P_2$, and hence descends to a smooth map $\varphi^{-1} : P_2 \rightarrow P_1$. This is an inverse
of $\varphi$. Thus, diffeological principal $G$-bundles over a diffeological space $X$ form a groupoid that we denote by $\text{DiffBun}_G(X)$.

If $G$ is replaced by an abelian Lie group $A$, the sets of morphisms has the following structure.

**Lemma 3.1.3.** Let $P_1$ and $P_2$ be diffeological principal $A$-bundles over $X$. Then the set $\text{Hom}(P_1, P_2)$ of morphisms is a torsor over the group $D^\infty(X, A)$.

**Proof.** The proof goes exactly as in the manifold case and uses the smoothness of the map $\tau$ from Definition 3.1.1 and the smoothness of the map $g_P$ from (3.1.1).

Pullbacks of diffeological principal $G$-bundles are defined in the same way as for smooth principal $G$-bundles. Thus, diffeological principal $G$-bundles form a presheaf of groupoids over diffeological spaces. We shall see that this presheaf is actually a sheaf with respect to the Grothendieck topology of subductions (see Appendix A.2).

The gluing axiom is formulated as follows. Associated to any subduction $\omega : W \rightarrow X$ is a descent category $\text{Des}(\omega)$. The objects of $\text{Des}(\omega)$ are pairs $(P, d)$ of a diffeological principal $G$-bundle over $W$ and of a morphism $d : \omega_1^* P \rightarrow \omega_2^* P$ of diffeological principal $G$-bundles over $W^{[2]}$ such that

$$\omega_{23}^* d \circ \omega_{12}^* d = \omega_{13}^* d$$

(3.1.2)

over $W^{[3]}$. Here, $\omega_{i_{13},...,i_k}$ is the projection to the indexed factors. A morphism in $\text{Des}(\omega)$ between objects $(P_1, d_1)$ and $(P_2, d_2)$ is a morphism $\varphi : P_1 \rightarrow P_2$ of diffeological principal $G$-bundles over $W$ such that

$$d_2 \circ \omega_1^* \varphi = \omega_2^* \varphi \circ d_1.$$  

(3.1.3)

The pullback along $\omega$ defines a functor

$$\omega^* : \text{DiffBun}_G(X) \rightarrow \text{Des}(\omega).$$

The gluing axiom is

**Lemma 3.1.4.** For every subduction $\omega : W \rightarrow X$, the functor $\omega^*$ is an equivalence of groupoids.
Proof. We construct an inverse functor \( \omega_* \). For \((P, d)\) an object in \(\text{Des}(\omega)\), we consider

\[
P' := P/ \sim \quad \text{with} \quad p_1 \sim p_2 \iff d(p_1) = (p_2).
\]

(3.1.4)

Due to (3.1.2), \(\sim\) is an equivalence relation, and \(P'\) is equipped with the pushforward diffeology. The projection \(\omega \circ p : P \twoheadrightarrow X\) satisfies the gluing condition for the subduction \(\text{pr} : P \twoheadrightarrow P'\), so that it descends to a smooth map \(p' : P' \to X\). The action of \(G\) descends to \(P'\) since \(d\) is \(G\)-equivariant.

Now we have to show that \(P'\) is a diffeological principal \(G\)-bundle over \(X\).

First we show that \(p'\) is again a subduction. Let \(c : U \to X\) be a plot and \(x \in U\). Since \(\omega \circ p\) is – as a composition of subductions – a subduction, there exists an open neighborhood \(V \subset U\) of \(x\) and a plot \(\tilde{c} : V \to P\) of \(P\). Now, \(\tilde{c}' := \text{pr} \circ \tilde{c}\) is a plot of \(P'\), and \(p' \circ \tilde{c}' = c|_V\). Thus, \(p'\) is a subduction.

In order to verify that the map \(\tau'\) associated to \(P'\) is a diffeomorphism, consider the commutative diagram

\[
\begin{array}{ccc}
P \times G & \xrightarrow{\tau} & P \times_W P \\
pr \times \text{id} & \downarrow & \downarrow \text{pr} \times \text{pr} \\
P' \times G & \xrightarrow{\tau'} & P' \times_X P'.
\end{array}
\]

The vertical maps are subductions. Thus, \(\tau'\) is smooth by Lemma A.1.4. Since \(\tau\) is a bijection, \(\tau'\) has to be a bijection, and again by Lemma A.1.4, the inverse of \(\tau'\) is a smooth map.

Summarizing, \(\omega_*(P, d) := P'\) is a diffeological principal \(G\)-bundle over \(X\). Now let \(\varphi : (P_1, d_1) \to (P_2, d_2)\) be a morphism in \(\text{Des}(\omega)\). Due to (3.1.3), there exists a unique map \(\varphi' : P'_1 \to P'_2\) such that the diagram

\[
\begin{array}{ccc}
P_1 & \xrightarrow{\varphi} & P_2 \\
\varphi' & \downarrow & \downarrow \varphi' \\
P'_1 & \xrightarrow{\varphi'} & P'_2
\end{array}
\]

is commutative. Again, Lemma A.1.4 shows that \(\varphi'\) is smooth. It is also \(G\)-equivariant, and thus a morphism \(\omega_*(\varphi) := \varphi'\) of diffeological principal \(G\)-bundles over \(X\).
What remains is to define natural equivalences $\omega_* \circ \omega^* \cong \text{id}$ and $\omega^* \circ \omega_* \cong \text{id}$. Suppose first $(P, d)$ is an object in $\text{Des}(\omega)$. With $\omega^* P' = W \times_X P'$, the map

$$\xi_{(P,d)} : P \rightarrow \omega^* P' : x \mapsto (p(x), \text{pr}(x))$$

is smooth and $G$-equivariant, and natural in $(P, d)$. Suppose secondly that $P$ is a diffeological principal $G$-bundle over $X$. The equivalence relation $\sim$ from (3.1.4) on $\omega^* P = W \times_X P$ identifies $(w, x)$ and $(w', x')$ if and only if $\omega(w) = \omega(w')$ and $x = x'$. Consider the projection $\text{pr}_2 : \omega^* P \longrightarrow P$, which is $G$-equivariant. It respects the equivalence relation $\sim$ and defines hence a smooth map $\zeta_P : (\omega^* P)' \longrightarrow P$. This map is natural in $P$. □

Summarizing the above results, we have:

**Theorem 3.1.5.** Let $G$ be a Lie group. The assignment $X \mapsto \text{DiffBun}_G(X)$ defines a sheaf of groupoids over the site of diffeological spaces.

For an abelian Lie group $A$ there is more structure: the groupoid $\text{DiffBun}_A(X)$ of diffeological principal $A$-bundles is monoidal. The usual definition of tensor products of abelian principal bundles carries over to the diffeological context. If $P_1$ and $P_2$ are diffeological principal $A$-bundles over $X$, then

$$P_1 \otimes P_2 := (P_1 \times_X P_2)/\sim \quad \text{with} \quad (p_1.a, p_2) \sim (p_1, p_2.a),$$

equipped with its canonical diffeology according to Example A.1.3 (d) and (e), is again a diffeological principal $A$-bundle over $X$. Verifying that the functor $\omega_*$ and the natural equivalences $\omega_* \circ \omega^* \cong \text{id}$ and $\omega^* \circ \omega_* \cong \text{id}$ constructed in the proof of Lemma 3.1.4 are monoidal, we have

**Theorem 3.1.6.** Let $A$ be an abelian Lie group. The assignment $X \mapsto \text{DiffBun}_A(X)$ defines a sheaf of monoidal groupoids over the site of diffeological spaces.

In the remainder of this section we consider diffeological principal $G$-bundles over a smooth manifold $M$. The functor $\text{Man} \longrightarrow \text{Diff}$ from the category of smooth manifolds to the category of diffeological spaces (see Section A.1) induces a functor

$$\text{D}_M : \text{Bun}_G(M) \longrightarrow \text{DiffBun}_G(M).$$
One only has to notice that the projection of a smooth principal bundle is a subduction (Lemma A.2.2).

**Theorem 3.1.7.** The functor $D_M$ is an isomorphism of groupoids.

Proof. Suppose $p : P \to M$ is a diffeological principal $G$-bundle over $M$. We equip the total space $P$ with a smooth manifold structure. By Lemma A.2.2 we can choose an open cover $\{U_\alpha\}$ of $M$ together with diffeological sections $s_\alpha : U_\alpha \to P$. They induce bijections

$$\sigma_\alpha : U_\alpha \times G \to p^{-1}(U_\alpha) : (x, g) \mapsto s_\alpha(x)g$$

and thus equip each subset $p^{-1}(U_\alpha) \subset P$ with a smooth manifold structure. The transition function is

$$\sigma_\alpha^{-1} \circ \sigma_\beta : (U_\alpha \cap U_\beta) \times G \to (U_\alpha \cap U_\beta) \times G : (x, g) \mapsto (x, g_p(s_\beta(x), s_\alpha(x))g)$$

and thus smooth. Hence, the smooth manifold structures on the sets $p^{-1}(U_\alpha)$ glue together. The same argument shows that they are independent of the choice of the open sets $U_\alpha$ and the sections $s_\alpha$. We claim that the original diffeology on $P$ coincides with the smooth diffeology induced by the smooth manifold structure we have just defined. Given that claim, the projection $p : P \to X$, the local sections $s_\alpha : U_\alpha \to P$, and the action of $G$ on $P$ are smooth. Thus, $p : P \to M$ is a smooth principal $G$-bundle over $M$. Similarly, every morphism $\varphi : P_1 \to P_2$ of diffeological principal $G$-bundles is smooth. This yields a functor

$$D_M^{-1} : DiffBun_G(M) \to Bun_G(M).$$

We have to show that the two functors $D_M$ and $D_M^{-1}$ are strict inverses of each other. One part is exactly the above claim. In order to prove the claim, suppose $P$ is a diffeological principal $G$-bundle. We have to show that a map $c : U \to P$ is a plot of $P$ if and only if it is smooth with respect to the smooth manifold structure on $P$ defined above. Suppose first $c$ is a plot. Define the open sets $V_\alpha := c^{-1}p^{-1}(U_\alpha)$ that cover $U$, and consider the composite

$$\sigma_\alpha^{-1} \circ c|_{V_\alpha} : V_\alpha \to U_\alpha \times G.$$

(3.1.5)
Since \( \sigma_\alpha^{-1} \) is a smooth map, (3.1.5) is smooth. Because \( \sigma_\alpha \) is a chart of the smooth manifold \( P \), \( c \) is smooth on \( V_\alpha \). Since \( U \) is covered by the sets \( V_\alpha \), \( c \) is smooth everywhere. Conversely, suppose \( c : U \to P \) is smooth. Then, (3.1.5) is smooth and thus a plot of \( U_\alpha \times G \). But since \( \sigma_\alpha \) is also smooth, its composition with the plot (3.1.5) is a plot of \( P \). Since this composition is \( c|_{V_\alpha} \), \( c \) is a plot by axiom (D3) of Definition A.1.1.

It remains to check the other part. Assume that \( P \) is a smooth principal \( G \)-bundle. Then, the sections \( s_\alpha \) used above can be chosen smooth, resulting in diffeomorphisms \( \sigma_\alpha \). These induce the original smooth manifold structure on \( P \).

Since pullbacks (and in the abelian case: tensor products) of diffeological principal bundles are defined exactly as for smooth bundles, it is clear that the isomorphisms \( D_M \) define an isomorphism of sheaves of (monoidal) groupoids.

### 3.2 Connections, Parallel Transport and Holonomy

In this section we introduce connections on diffeological principal bundles, and generalize the statements of Section 3.1 to a setup with connections (Theorems 3.2.2, 3.2.3 and 3.2.6). Further we investigate parallel transport and holonomy in diffeological principal bundles with connection.

The definition of a connection is literally the same as in the context of smooth manifolds.

**Definition 3.2.1.** Let \( p : P \to X \) be a diffeological principal \( G \)-bundle over \( X \). A **connection** on \( P \) is a 1-form \( \omega \in \Omega^1(P, g) \) such that

\[
\rho^*\omega = Ad_{g^{-1}}(pr^*\omega) + g^*\theta,
\]

where \( \rho : P \times G \to P \) is the action map, \( g : P \times G \to G \) and \( pr : P \times G \to P \) are the projections, \( Ad \) denotes the adjoint action of \( G \) on \( g \), and \( \theta \in \Omega^1(G, g) \) is the left-invariant Maurer-Cartan form on \( G \).

Just like this definition, several statements generalize straightforwardly from connections on smooth principal bundles to diffeological ones. For instance, the trivial principal \( G \)-bundle \( P := X \times G \) over \( X \) carries a canonical connection \( \omega := pr_2^*\theta \). More generally, if \( A \in \Omega^1(X, g) \) is any 1-form,

\[
\omega := Ad_{pr_2}^{-1}(pr_1^*A) + pr_2^*\theta
\]
defines a connection on $P$.

Let $P_1$ and $P_2$ be principal $G$-bundles with connections $\omega_1$ and $\omega_2$, respectively. A bundle morphism $\varphi : P_1 \to P_2$ is connection-preserving if $\varphi^*\omega_2 = \omega_1$. We denote the groupoid of diffeological principal $G$-bundles with connection by $\text{DiffBun}_G^\nabla(X)$. We have the following extension of Theorem 3.1.5.

**Theorem 3.2.2.** Let $G$ be a Lie group. The assignment $X \mapsto \text{DiffBun}_G^\nabla(X)$ defines a sheaf of groupoids over the site of diffeological spaces.

**Proof.** Pullbacks of connections are defined in the evident way. It remains to verify the gluing axiom. Let $\pi : Y \to X$ be a subduction, let $P$ be a principal $G$-bundle over $Y$ and let $\omega$ be a connection on $P$. Suppose $d : \pi_1^*P \to \pi_2^*P$ is a connection-preserving bundle morphism satisfying the cocycle condition

$$\pi_{23}^*d \circ \pi_{12}^*d = \pi_{13}^*d.$$

Let $P'$ the quotient principal $G$-bundle over $X$, coming with a subduction $pr : P \to P'$. For $pr_i : P \times P' \to P$ the two projections, we have to show that $pr_1^*\omega = pr_2^*\omega$. Then, since differential forms form a sheaf [IZ, VI.38], the 1-form $\omega$ descends to $P'$. It follows then automatically that the quotient 1-form is a connection.

In order to prove the identity $pr_1^*\omega = pr_2^*\omega$, consider the smooth map

$$k : P \times P' \to pr_1^*P : (x_1, x_2) \mapsto (x_1, p(x_1), p(x_2)),$$

where the projections $pr_1, pr_2 : P \times P' \to P$ are given by $pr_1 \circ k$ and $pr_1 \circ d_2 \circ k$, respectively. Since $d$ preserves connections, we have $pr_1^*\omega = pr_2^*\omega$. \hfill $\square$

Next come some statements about connections on diffeological principal bundles with abelian structure group $A$. First of all, it is straightforward to verify that on a tensor product $P_1 \otimes P_2$ of two such bundles, one has a tensor product connection $\omega_1 \otimes \omega_2$, coming from the sum $pr_1^*\omega_1 + pr_2^*\omega_2$ that descends along the subduction $P_1 \times_X P_2 \to P_1 \otimes P_2$. We have immediately

**Theorem 3.2.3.** The groupoid $\text{DiffBun}_A^\nabla(X)$ is monoidal, and principal $A$-bundles with connection form a sheaf of monoidal groupoids.

Further, we have the following generalization of Lemma 3.1.3.
Lemma 3.2.4. Let $P_1$ and $P_2$ be principal $A$-bundles over $X$ with connections. Then, the set $\text{Hom}(P_1, P_2)$ of connection-preserving morphisms is a torsor over the group $D_{lc}^\infty(X, A)$ of locally constant smooth maps.

Proof. Given Lemma 3.1.3, it is enough to prove the following claim. Suppose $\varphi : P_1 \to P_2$ is a connection-preserving bundle morphism, and $f : X \to A$ is a smooth map. One computes that $\varphi f$ is connection-preserving if and only if

$$p_1^* f^* \theta = 0, \quad (3.2.1)$$

where $p_1 : P_1 \to X$ is the bundle projection. Because differential forms form a sheaf over $\text{Diff}$, and $p_1$ is a subduction, it follows that (3.2.1) holds if and only if already $f^* \theta = 0$. According to the following lemma, this is the case if and only if $f$ is locally constant. □

Generally, we define $d\log(f) := f^* \theta$ for a smooth function $f : X \to A$. Then, we have:

Lemma 3.2.5. $d\log(f) = 0$ if and only if $f$ is locally constant.

Proof. Suppose first that $f$ is locally constant. Then, for any plot $c : U \to X$, its pullback $f \circ c$ is constant on path-connected components of $U$, i.e. locally constant. Thus, the ordinary differential form $(f^* \theta)_c = (f \circ c)^* \theta$ vanishes. Conversely, suppose $f^* \theta = 0$. Assume that there exists a path $\gamma \in PX$ with $\text{ev}(\gamma) = (x, y)$ such that $f(x) \neq f(y)$. It follows that the composition $\tau := f \circ \gamma$ is a smooth, non-constant map. In particular, there exists $t \in (0, 1)$ and $v \in T_t(0, 1)$ such that $d\tau|_t(v) \neq 0$. Then,

$$(f^* \theta)_{\gamma|_t}(v) = \tau^* \theta|_t(v) \neq 0,$$

contradicting the assumption of $f^* \theta = 0$. □

Next we return to a general Lie group $G$, and compare diffeological principal bundles with connection over a smooth manifold to smooth bundles with connection. The functor $D_M$ from Section 3.1 extends to a functor

$$D_M^\nabla : \text{Bun}_G^\nabla(M) \to \text{DiffBun}_G^\nabla(M),$$

and as a consequence of Theorem 3.1.7 we see immediately

Theorem 3.2.6. The functor $D_M^\nabla$ is an isomorphism of groupoids.
The curvature of a connection $\omega$ on a principal $G$-bundle $P$ is the 2-form
\[ K_\omega := d\omega + [\omega \wedge \omega] \in \Omega^2(P, g). \]

If $G$ is abelian $K_\omega$ descends to a 2-form $\Omega^2(X, g)$. A connection $\omega$ is called flat if $K_\omega$ vanishes. Flatness can be detected “locally”:

**Lemma 3.2.7.** A connection $\omega$ on a diffeological principal $G$-bundle $p : P \to X$ is flat if and only if for every plot $c : U \to X$ the pullback connection $c^*\omega$ on $c^*P$ is flat.

**Proof.** Clearly, if $\omega$ is flat, $c^*\omega$ is flat. Let $d : V \to P$ be a plot of $P$, so that $c := p \circ d$ is a plot of $X$. By assumption, $c^*P$ is flat; additionally it also has a smooth section $s : V \to c^*P : v \mapsto (v, d(v))$. Then,
\[ 0 = s^*K_{c^*\omega} = s^*\text{pr}^*K_\omega = d^*K_\omega = (K_\omega)_d. \]

This shows that the 2-form $K_\omega$ vanishes. \(\square\)

Important examples of flat connections arise as follows.

**Lemma 3.2.8.** Let $f : X \to Y$ be a smooth rank one map, and $P$ a principal $G$-bundle over $Y$ with connection. Then, $f^*P$ is flat.

**Proof.** Using Lemma 3.2.7 we may check that $c^*f^*P$ is flat for all plots $c : U \to X$. Moreover, since $c^*f^*P$ is a smooth principal $G$-bundle with connection (Theorem 3.2.6), we can check its flatness locally. Since $f$ has rank one, every point $u \in U$ has an open neighborhood $V \subset U$ such that $(f \circ c)|_V$ factors through a rank one map $g : V \to W$ and a plot $d : W \to Y$ of $Y$. It follows that $c^*f^*P|_V \cong g^*d^*P$, which is flat. \(\square\)

In the remainder of this section we define parallel transport and holonomy for connections on diffeological principal bundles. For this purpose we regard a connection $\omega \in \Omega^1(P, g)$ on a diffeological principal $G$-bundle $P$ over $X$ via Theorem B.2 as a smooth map $F_\omega : PP \to G$. The condition on the 1-form $\omega$ from Definition 3.2.1 is now saying that for $g \in PG$ and $\gamma \in PP$ we have
\[ g(1) \cdot F_\omega(\gamma g) = F_\omega(\gamma) \cdot g(0). \quad (3.2.2) \]

In order to define the parallel transport, let us first notice the following general fact. If $f : M \to X$ is a smooth map defined on a contractible smooth manifold $M$, then $f$ lifts to $P$, i.e. there exists a smooth
map \( \tilde{f} : M \rightarrow P \) such that \( p \circ \tilde{f} = f \). Indeed, the pullback \( f^*P \) is by Theorem 3.1.7 a smooth principal \( G \)-bundle and thus has a smooth section \( s : M \rightarrow f^*P \). Combining this section with the projection \( \text{pr} : f^*P \rightarrow P \) yields the claimed lift.

**Definition 3.2.9.** Suppose \( P \) is a differential principal \( G \)-bundle with connection \( \omega \). Let \( \gamma \in PX \) be a path and \( \tilde{\gamma} \) be a lift. Then, the map

\[
\tau_\omega^\gamma : P_{\gamma(0)} \rightarrow P_{\gamma(1)} : q \mapsto \tilde{\gamma}(1).(F_\omega(\tilde{\gamma}) \cdot g_P(\tilde{\gamma}(0), q))
\]

is called the parallel transport of \( \omega \) along \( \gamma \).

It is straightforward to check that the parallel transport \( \tau_\omega^\gamma \) is independent of the choice of the lift \( \tilde{\gamma} \). Indeed, if \( \gamma' \) is another lift, we have a smooth map

\[
g : [0, 1] \rightarrow G : t \mapsto g_P(\tilde{\gamma}(t), \gamma'(t))
\]

such that \( \tilde{\gamma}g = \gamma' \) and thus

\[
\gamma'(1).(F_\omega(\gamma') \cdot g_P(\gamma'(0), q)) = \tilde{\gamma}g(1).(F_\omega(\tilde{\gamma}g) \cdot g_P(\tilde{\gamma}g(0), q)) = \tilde{\gamma}(1).(g(1) \cdot F_\omega(\tilde{\gamma}g) \cdot g(0) \cdot g_P(\tilde{\gamma}(0), q)) = \tilde{\gamma}(1).(F_\omega(\tilde{\gamma}) \cdot g_P(\tilde{\gamma}(0), q))
\]

with the last equality given by (3.2.2).

Alternatively, parallel transport can be defined using the parallel transport of smooth principal bundles. For this purpose, one pulls back \((P, \omega)\) along \( \gamma \) to a principal \( G \)-bundle over \([0, 1]\). Denote by

\[
\tau_\omega^{\gamma^*P} : (\gamma^*P)|_0 \rightarrow (\gamma^*P)|_1
\]

the parallel transport of \( \gamma^*\omega \) along the canonical path \( \tau \) from 0 to 1. Then, under the identification \((\gamma^*P)|_\tau \cong P_{\gamma(\tau)}\), we have \( \tau_\omega^\gamma = \tau_\omega^{\gamma^*\omega} \).

We summarize all properties of parallel transport in the following

**Proposition 3.2.10.** Let \( P \) be a differential principal \( G \)-bundle over \( X \) with connection \( \omega \). Then,

(a) parallel transport is functorial in the path:

\[
\tau_{\text{id}_P}^{\gamma^*P} = \text{id}_{P_x} \quad \text{and} \quad \tau_{\gamma_2}^{\omega} \circ \tau_{\gamma_1}^{\omega} = \tau_{\gamma_2 \circ \gamma_1}^{\omega}
\]
(c) the map $\tau_\omega^\gamma$ is a $G$-equivariant diffeomorphism, and depends only on the thin homotopy class of the path $\gamma$.

(c) if the connection $\omega$ is flat, then $\tau_\omega^\gamma$ only depends on the homotopy class of $\gamma$.

(d) the map

$$\tau^\omega : PX \times_X P \to \tau_\gamma^\omega(q)$$

is smooth.

Proof. (a) follows directly from the functorial properties of the map $F_\omega$. Equivariance and invertibility in (b) are clear from the definition.

To see the independence from thin homotopies, consider a thin homotopy $h$ between paths $\gamma_1$ and $\gamma_2$ and its adjoint $h^\vee : [0, 1]^2 \to X$ that we extend to a plot $c : \mathbb{R}^2 \to X$ (see the proof of Theorem B.2). As noticed above, one can choose a smooth section $s : \mathbb{R}^2 \to c^*P$ and obtain a lift $\tilde{c} := \text{pr} \circ s : \mathbb{R}^2 \to P$ of $c$. The lift is a homotopy between lifts $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ (though not thin, in general). We claim that $\tilde{c}^*F_\omega$ is flat. Then, by Lemma B.3, $F_\omega(\tilde{\gamma}_1) = F_\omega(\tilde{\gamma}_2)$. To prove the claim, we notice that the connection $\text{pr}^*\omega$ on $c^*P$ is flat by Lemma 3.2.8. But then, $\tilde{c}^*F_\omega = s^*\text{pr}^*\omega$ is also flat. For (c) the same proof applies, just that $\tilde{c}^*F_\omega$ is already flat by assumption.

Finally, to see (d) consider the map

$$\tilde{\tau} : PP \times_X P \to \tilde{\gamma}(1).\left(F_\omega(\tilde{\gamma}) \cdot g_P(\tilde{\gamma}(0), q)\right)$$

which is smooth as a composition of smooth maps. Furthermore, for $\gamma \in PX$ and any lift $\tilde{\gamma} \in PP$, we have by definition $\tau_\omega^\gamma(q) = \tilde{\tau}(\tilde{\gamma}, q)$. Then we claim that $P\pi : PP \to PX$ is a subduction. Since $\tilde{\tau}$ is independent of the lift $\tilde{\gamma}$, it descends by Lemma A.1.4 to a smooth map. To see that $P\pi$ is a subduction, notice that any plot $c : U \to X$ lifts locally over contractible open neighborhoods to $P$, as noticed previously.

The following discussion is restricted to diffeological principal $A$-bundles with connection for $A$ an abelian Lie group. In order to define the holonomy of a connection we have to regard loops as closed paths. Since a path has by definition sitting instants, one has to choose a smoothing function $\varphi$; then we obtain a smooth map

$$o_\varphi : LX \to PX_{cl} : \tau \mapsto \tau \circ \varphi.$$
The thin homotopy class of \( o_\varphi(\tau) \) is independent of the choice of \( \varphi \). Thus we have a canonical smooth map

\[
o : LX \longrightarrow PX.
\]

Notice that \( o \) does not descend to the thin loop space \( \mathcal{L}X \), since a rotation of the loop would change the endpoints of the associated path.

**Definition 3.2.11.** Let \( \tau : S^1 \longrightarrow X \) be a loop, and let \( q \in P_{\tau(0)} \) be an element in the fibre of \( P \) over the base point of \( \tau \). The holonomy of the connection \( \omega \) around \( \tau \) is the unique group element \( \text{Hol}_\omega(\tau) := a \in A \) such that

\[
\tau_\omega \circ (q).a = q.
\]

Since the structure group \( A \) is abelian, the holonomy is independent of the choice of \( q \) (we recall that for non-abelian groups the holonomy is only well-defined up to a conjugation). Analogously to parallel transport, it can be expressed in terms of the holonomy of the smooth principal \( A \)-bundle \( \tau^*P \) over \( S^1 \), namely \( \text{Hol}_\omega(\tau) = \text{Hol}_{\tau^*\omega}(S^1) \). The following proposition summarizes further important properties of the holonomy.

**Proposition 3.2.12.** Let \( P \) be a diffeological principal \( A \)-bundle and \( \omega \) a connection on \( P \). The holonomy \( \text{Hol}_\omega(\tau) \) around a loop \( \tau \) depends only on the thin homotopy class of \( \tau \), and defines a smooth map

\[
\text{Hol}_\omega : \mathcal{L}X \longrightarrow A.
\]

Furthermore,

(a) If \( (P_1, \omega_1) \) and \( (P_2, \omega_2) \) are isomorphic as principal \( A \)-bundles with connection,

\[
\text{Hol}_{\omega_1} = \text{Hol}_{\omega_2}.
\]

(b) If \( (P_1, \omega_1) \) and \( (P_2, \omega_2) \) are principal \( A \)-bundles with connections,

\[
\text{Hol}_{\omega_1 \otimes \omega_2} = \text{Hol}_{\omega_1} \cdot \text{Hol}_{\omega_2}.
\]

**Proof.** We first verify that \( \text{Hol}_\omega : LX \longrightarrow A \) is smooth. We have to show that for every plot \( c : U \longrightarrow LX \) the map \( \text{Hol}_\omega \circ c : U \longrightarrow A \) is smooth. This can be checked locally. For \( u \in U \), let \( V \subset U \) be a contractible open
neighborhood of $u$. Then, the base point projection $ev_0 \circ c : V \to X$ lifts to a smooth map $\tilde{q} : V \to P$. Now,

$$(\text{Hol}_\omega \circ c)|_V(v) = \tau^\omega(o(c(v)), \tilde{q}(v))$$

is a composition of smooth maps (see Proposition 3.2.10 (d)), and hence smooth. Now we verify that $\text{Hol}_\omega(\tau)$ depends only on the thin homotopy class of $\tau$. For $h \in PLX$ a thin homotopy between loops $\tau_1$ and $\tau_2$, and $h^\vee : [0,1] \times S^1 \to X$ its adjoint, we see by Lemma 3.2.8 that $h^\vee$ is flat. Hence, by Stokes’ Theorem,

$$1 = \text{Hol}_{h^\vee \omega}(S^1 \times \{0\})^{-1} \cdot \text{Hol}_{h^\vee \omega}(S^1 \times \{1\}).$$

Thus, $\text{Hol}_\omega(\tau_1) = \text{Hol}_\omega(\tau_2)$. The algebraic properties (a) and (b) are straightforward to check.

Our final observation concerns the “derivative” of holonomy in the general diffeological setup, generalizing a well-known formula in the manifold setup.

**Proposition 3.2.13.** Let $P$ be a principal $A$-bundle with connection $\omega$ over a diffeological space $X$. Then,

$$d\log(\text{Hol}_\omega) = \int_{S^1} ev^* K_\omega \in \Omega^1(\mathcal{L}X, a).$$

In particular, $\text{Hol}_\omega$ is locally constant if $\omega$ is flat.

**Proof.** We work in a plot $d : U \to \mathcal{L}X$. Let $\gamma : (-\epsilon, \epsilon) \to U$ represent a tangent vector in $U$, with $u := \gamma(0)$. Let $C_{0,\epsilon} := [0, t] \times S^1$ be the standard cylinder, with $\tau_t$ denoting the loop at time $t$. On $C_{0,\epsilon}$ we pick the orientation which makes $\tau_\epsilon$ orientation-preserving. Consider the map $\phi : C_{0,\epsilon} \to X$ defined by $\phi(t, z) := \tilde{d}(\gamma(t), z)$, where $\tilde{d} : U \times S^1 \to X$ is the smooth map associated to $d$. Then, Stokes’ Theorem (applied to the smooth principal $A$-bundle $\phi^* P$ over $C_{0,\epsilon}$) yields

$$\text{Hol}_\omega(\tau_t) = \text{Hol}_\omega(\tau_0) \cdot \exp \left( \int_{C_{0,\epsilon}} \phi^* K_\omega \right).$$
Now we compute
\[
d\log(\text{Hol}_\omega)_d|_u \left( \frac{d}{dt} \bigg|_0 \gamma \right) = \theta_{\text{Hol}_\omega(\tau_0)} \left( \frac{d}{dt} \bigg|_0 \text{Hol}_\omega(\tau_t) \right) = \frac{d}{dt} \bigg|_0 \int_{C_{0,t}} \phi^* K_\omega,
\]
where the first step is the definition of \( d\log \), and the second step is Stokes’ Theorem. The result is precisely the fibre integration of \( d^* K_\omega \), evaluated at \( u \) and on the tangent vector given by \( \gamma \). Thus, for each plot \( d \) we have
\[
d\log(\text{Hol}_\omega)_d = \int_{S^1} d^* K_\omega,
\]
and this shows the claim. The statement about flatness follows from Lemma 3.2.5. □

4. Regression

Throughout this section, \( X \) is a connected diffeological space, \( x \) is a base point, and \( G \) is a Lie group. In the first subsection, we construct a diffeological principal \( G \)-bundle \( \mathcal{R}_x(f) \) over \( X \) associated to a fusion map \( f : LX \to G \). In the second subsection, we equip this bundle with a connection. These two constructions constitute the bijections of Theorems B and A, respectively.

4.1 Reconstruction of the Bundle

The reconstruction of the bundle \( \mathcal{R}_x(f) \) is essentially the one of [Bar91], recalled in a way emphasizing the role of descent theory. Let \( \mathcal{P}_x X \) denote the subspace of \( \mathcal{P}X \) consisting of classes of paths in \( X \) starting at \( x \). Then, the restriction of the subduction \( \text{ev} : \mathcal{P}X \to X \times X \) to \( \mathcal{P}_x X \) is still a subduction \( \text{ev}_1 : \mathcal{P}_x X \to X \), which is a consequence of Proposition A.2.3.

Let \( f : LX \to G \) be a fusion map. Let \( T_x := \mathcal{P}_x X \times G \) denote the trivial principal \( G \)-bundle over \( \mathcal{P}_x X \). We equip \( T_x \) with a descent structure for the subduction \( \text{ev}_1 \), and use that diffeological principal \( G \)-bundles form a sheaf over diffeological spaces (Theorem 3.1.5). The descent structure is a bundle morphism
\[
d_f : \text{pr}_1^* T_x \to \text{pr}_2^* T_x \quad (4.1.1)
\]
over \( \mathcal{P}_x X[2] \), with \( \text{pr}_i : \mathcal{P}_x X[2] \to \mathcal{P}_x X \) the projections. It is defined by
\[
d_f(\gamma_1, \gamma_2, g) := (\gamma_1, \gamma_2, f_\ell(\gamma_2, \gamma_1)g).
\]
This is a smooth, $G$-equivariant map, respects the projections to the base, and satisfies the descent condition (3.1.2) due to the fusion property of $f$. Thus, we obtain a diffeological principal $G$-bundle
\[ \mathcal{R}_x(f) := (\ev_1)_*(T_x, d_f) \]
over $X$.

**Lemma 4.1.1.** The isomorphism class of $\mathcal{R}_x(f)$ does not depend on the choice of the base point $x$.

**Proof.** For another base point $y$ choose a path $\kappa \in \mathcal{P}X$ with $\ev(\kappa) = (y, x)$, which is possible since $X$, is by assumption, connected. Proposition 2.1.6 shows that the map $c_\kappa : \mathcal{P}_x X \longrightarrow \mathcal{P}_y X : \gamma \longmapsto \gamma \ast \kappa$
is smooth. It suffices to show that the descent structure $d_f$ on the trivial principal $G$-bundle $T_y$ over $\mathcal{P}_y X$ pulls back along $c_\kappa$ to the descent structure $d_f$ on $T_x$. Indeed, this is equivalent to the identity $f_\ell(\gamma_2 \ast \kappa, \gamma_1 \ast \kappa) = f_\ell(\gamma_2, \gamma_1)$ which follows from Lemma 2.2.2. □

Next we look at the two particular cases we have looked at at the end of Section 2.2. The first case is that $G$ is replaced by an abelian Lie group $A$. We recall that then the product of fusion maps is again a fusion map.

**Lemma 4.1.2.** Let $f_1, f_2 : \mathcal{L}X \longrightarrow A$ be fusion maps. There is a canonical isomorphism
\[ \mathcal{R}_x(f_1 f_2) \cong \mathcal{R}_x(f_1) \otimes \mathcal{R}_x(f_2). \]

**Proof.** The tensor product $T_x \otimes T_x$ inherits a descent structure $d_{f_1} \otimes d_{f_2}$, and since diffeological bundles form a sheaf of *monoidal* groupoids (Theorem 3.1.6), $T_x \otimes T_x$ descends to $\mathcal{R}_x(f_1) \otimes \mathcal{R}_x(f_2)$. Consider the isomorphism
\[ \varphi : T_x \otimes T_x \longrightarrow T_x : ((\gamma, a_1), (\gamma, a_2)) \longmapsto (\gamma, a_1 a_2) \]
of principal $A$-bundles over $\mathcal{P}_x X$. It exchanges the descent structure $d_{f_1} \otimes d_{f_2}$ on $T_x \otimes T_x$ with $d_{f_1 f_2}$ on $T_x$; hence, $\varphi$ descends to the claimed isomorphism. □

The second particular case is when $X$ is a smooth manifold $M$. Then, there is an isomorphism $\text{Diff} \mathcal{B}un_G(M) \cong \mathcal{B}un_G(M)$ between the groupoids
of diffeological principal $G$-bundles and ordinary smooth ones (Theorem 3.1.7). The existence of connections on smooth principal bundles permits us to show the following:

**Lemma 4.1.3.** Let $M$ be a connected smooth manifold, and let $f : LM \rightarrow G$ be a fusion map. Then, the isomorphism class of $\mathcal{R}_x(f)$ depends only on the fusion homotopy class of $f$.

**Proof.** Let $h$ be a fusion homotopy between fusion maps $f_0$ and $f_1$. Let $T$ denote the trivial principal $G$-bundle over $[0, 1] \times \mathcal{P}_x M$. We define a descent structure on $T$ with respect to the subduction $\text{id} \times \text{ev} : [0, 1] \times \mathcal{P}_x M \rightarrow [0, 1] \times M$ by

$$d_h(t, \gamma_1, \gamma_2, g) := (t, \gamma_1, \gamma_2, h(t)(\ell(\gamma_2, \gamma_1))g).$$

The cocycle condition is satisfied because $h(t)$ is a fusion map at any time $t$. We obtain a diffeological (and thus smooth) principal $G$-bundle $Q := (\text{id} \times \text{ev}_1)_*(T, d_h)$ over $M$. Its restriction to $\{0\} \times M$ is $\mathcal{R}_x(f_0)$ and its restriction to $\{1\} \times M$ is $\mathcal{R}_x(f_1)$. Thus, any connection on $Q$ defines an isomorphism. □

Summarizing, on a smooth manifold $M$ we have a well-defined map

$$\mathcal{R} : \text{hFus}(LM, G) \rightarrow \text{hBun}_G(M).$$

If $G$ is abelian, $\mathcal{R}$ is a group homomorphism by Lemma 4.1.2. This group homomorphism defines the bijection of Theorem B.

### 4.2 Reconstruction of the Connection

Our construction of a connection on $\mathcal{R}_x(f)$ is different from the one of [Bar91]. We equip the trivial $G$-bundle $T_x$ over $\mathcal{P}_x X$ with a connection. This amounts to specifying a 1-form $A_x \in \Omega^1(\mathcal{P}_x X, g)$. Then we prove that this connection descends to a connection on $\mathcal{R}_x(f)$.

In order to define the 1-form we use Theorem B.2, which identifies 1-forms on any diffeological space with certain smooth maps on its path space. Let $\gamma : [0, 1] \rightarrow \mathcal{P}_x X$ be a path. Notice that $\beta_0 := \gamma(0)$ and $\beta_1 := \gamma(1)$ are elements in $\mathcal{P}_x X$. Further notice that $\beta(t) := \gamma(t)(1)$ defines a path $\beta \in P_x X$ (see Figure 1). We consider the group element

$$F_x(\gamma) := f_\ell(\beta_1, \beta \ast \beta_0) \in G.$$
Lemma 4.2.1. This defines a smooth map $F_x : \mathcal{P}(\mathcal{P}_x X) \to G$ satisfying

$$F_x(\gamma' \circ \gamma) = F_x(\gamma') \cdot F_x(\gamma)$$

for every pair $(\gamma, \gamma')$ of composable elements in $\mathcal{P}(\mathcal{P}_x X)$.

Proof. The map

$$P(\mathcal{P}_x X) \to \mathcal{P}_x X \times \mathcal{P}_x X \times PX : \gamma \mapsto (\beta_0, \beta_1, \beta) \quad (4.2.1)$$

we have implicitly used above is smooth. Smoothness of the composition [IZ, V.3] and of $f_\ell$ show then that $F_x$ is a smooth map. From Lemmata 2.2.2 and 2.2.4 we deduce

$$F_x(\gamma' \circ \gamma) = f_\ell(\beta_2, \beta' \ast \beta \ast \beta_0) = f_\ell(\beta' \ast \beta, \beta_1) \cdot f_\ell(\beta_1, \beta \ast \beta_0) = F_x(\gamma') \cdot F_x(\gamma).$$

It remains to show that $F_x$ is well-defined on $\mathcal{P}(\mathcal{P}_x X)$. If $h$ is a thin homotopy between $\gamma$ and $\gamma'$, and $(\beta_0, \beta_1, \beta)$ and $(\beta_1, \beta_2, \beta')$ denote their images under (4.2.1), then $\beta_0 = \beta'_0$ and $\beta_1 = \beta'_1$. Furthermore, the paths $\beta$ and $\beta'$ are thin homotopic: $h_1(s)(t) := ev_1(h(s)(t))$ defines a homotopy between $\beta$ and $\beta'$, for which $h_1^\gamma = ev_1 \circ h^\gamma$ has rank one since $h^\gamma$ has rank one (Lemma 2.1.3 (d)). Thus, $F_x(\gamma) = F_x(\gamma')$. \square

By Theorem B.2, $F_x$ defines a 1-form $A_x \in \Omega^1(\mathcal{P}_x X, g)$. We want to show that the connection $\omega_x$ on $T_x$ determined by $A_x$ descends along $ev_1$. For this purpose, we have to show that
Lemma 4.2.2. The bundle morphism \( d_f : \text{pr}_1^*T_x \to \text{pr}_2^*T_x \) preserves connections.

Proof. Whenever one has a morphism \( P_1 \to P_2 \) between trivial principal \( G \)-bundles over a diffeological space \( Y \), given by multiplication with a smooth map \( f : Y \to G \), this morphism preserves connection 1-forms \( A_1 \) and \( A_2 \) on \( P_1 \) and \( P_2 \), respectively, if and only if

\[
A_2 = \text{Ad}_f^{-1}(A_1) + f^*\theta.
\]

This can be checked explicitly in the same way as one does it in the smooth manifold context. In our situation, we have \( Y := \mathcal{P}_xX[2] \), \( P_i := \text{pr}_i^*T_x \), \( f := f^{-1} \), and the 1-forms are \( A_i := \text{pr}_i^*A_x \) for \( i = 1, 2 \). Thus, the equation we have to show is

\[
\text{pr}_1^*A_x = \text{Ad}_{f_\ell}(\text{pr}_2^*A_x) - f_\ell^*\tilde{\theta}.
\]

By Theorem B.2, this is equivalent to showing that \( F_x \) satisfies

\[
f_\ell(\gamma(1), \gamma'(1)) \cdot F_x(\gamma') = F_x(\gamma) \cdot f_\ell(\gamma(0), \gamma'(0))
\]

for all \( (\gamma, \gamma') \in \mathcal{P}(\mathcal{P}_xX[2]) \). Indeed, since then \( \beta = \beta' \), we have

\[
f_\ell(\beta_1, \beta'_1) \cdot f_\ell(\beta'_1, \beta' \ast \beta'_0) = f_\ell(\beta_1, \beta \ast \beta'_0)
\]

\[
= f_\ell(\beta^{-1} \ast \beta_1, \beta'_0) = f_\ell(\beta_1, \beta \ast \beta_0) \cdot f_\ell(\beta_0, \beta'_0),
\]

following from Lemmata 2.2.2 and 2.2.4. \( \square \)

Since diffeological principal bundles with connection form a sheaf of groupoids (Theorem 3.2.2) we have now a principal \( G \)-bundle

\[
\mathcal{R}_x^\nabla(f) := (\text{ev}_1)_*(T_x, \omega_x, d_f)
\]

over \( X \) with connection, whose underlying bundle is \( \mathcal{R}_x(f) \) from the previous section.

Lemma 4.2.3. The isomorphism class of \( \mathcal{R}_x^\nabla(f) \) does not depend on the choice of the base point \( x \).
Proof. The map $c_\kappa$ from Lemma 4.1.1 satisfies $c_\kappa A_x = A_y$, equivalently, $c_\kappa F_x = F_y$, which follows from Lemma 2.2.2. Thus, $c_\kappa$ descends to the claimed isomorphism.

Summarizing, we have a well-defined map

$$\mathcal{R}^\nabla : \mathcal{F}us(LX, G) \to h_0 \text{Diff} \mathcal{B}un_G^\nabla (X)$$

that we call regression. It defines the bijection of Theorem A. For a smooth manifold $M$, it fits by construction into the commutative diagram

$$\begin{CD}
\mathcal{F}us(LM, G) \to \mathcal{F}us(LX, G) \to \mathcal{F}us(LM, G) \\
\mathcal{B}un^\nabla_G(M) \vert \mathcal{B}un_G(M)
\end{CD}$$

and thus contributes one part of the proof of Theorem C. The following lemma shows that $\mathcal{R}^\nabla$ is a group homomorphism for abelian Lie groups.

**Lemma 4.2.4.** Let $f_1, f_2 : LX \to A$ be fusion maps. Then, the canonical isomorphism

$$\mathcal{R}_x(f_1 f_2) \cong \mathcal{R}_x(f_1) \otimes \mathcal{R}_x(f_2)$$

from Lemma 4.1.2 respects the connections.

Proof. We recall from the proof of Lemma 4.1.2 that the isomorphism has been obtained from an isomorphism $\varphi : T_x \otimes T_x \to T_x$ over $P_x X$. Since the connection $\omega_x$ on $T_x$ is the pullback of a 1-form $A_x$ on $P_x X$, it follows that

$$\varphi^* \omega_x = \text{pr}_1^* \omega_x + \text{pr}_2^* \omega_x$$

whatever the definition of $A_x$ was. Thus, $\varphi$ preserves connections and descends to a connection-preserving isomorphism.

Finally, we prove one part of Corollary A. Generally, a map on a diffeological space $X$ is called locally constant, if $f(x) = f(y)$ whenever $(x, y)$ is in the image of the evaluation map $ev : PX \to X \times X$.

**Proposition 4.2.5.** Let $f : LX \to G$ be a locally constant fusion map. Then, the connection on $\mathcal{R}_x^\nabla (f)$ is flat.
Proof. It suffices to show that the 1-form $A_x$ on $P_x X$ is flat, i.e. $dA_x + [A_x \wedge A_x] = 0$. This is, by Theorem B.2, equivalent to showing that the smooth map $F_x : PP_x X \rightarrow G$ takes the same value on homotopic paths. Suppose $h \in PP_x X$ is a homotopy between paths $\gamma, \gamma' \in PP_x X$. If $(\beta_0, \beta_1, \beta)$ and $(\beta'_0, \beta'_1, \beta')$ are the triples of paths associated to $\gamma$ and $\gamma'$, we find $\beta_0 = \beta'_0$ and $\beta_1 = \beta'_1$, and $h$ induces a homotopy $\tilde{h}$ between $\beta$ and $\beta'$ (see the proof of Lemma 4.2.1). Then,

$$[0,1] \xrightarrow{\tilde{h}} PX \xrightarrow{pr} PX \xrightarrow{\ell(\beta_1, \beta_0)} LX$$

is a path in $LX$ from $\ell(\beta_1, \beta_0)$ to $\ell(\beta'_1, \beta'_0)$. Since $f$ is locally constant, it follows that $F_x(\gamma) = F_x(\gamma')$. □

5. Transgression

In this section, $X$ is a diffeological space and $A$ is an abelian Lie group. Let $P$ be a principal $A$-bundle over $X$ with connection $\omega$. According to Proposition 3.2.12, the holonomy of $\omega$ is a smooth map $\text{Hol}_\omega : LX \rightarrow A$. Furthermore, $\text{Hol}_\omega$ depends only on the isomorphism class of $(P, \omega)$ and satisfies $\text{Hol}_\omega_{\omega_1 \otimes \omega_2} = \text{Hol}_\omega_{\omega_1} \cdot \text{Hol}_\omega_{\omega_2}$ for $(P_1, \omega_2)$ and $(P_2, \omega_2)$ two diffeological principal $A$-bundles with connection.

Lemma 5.1. The holonomy of a connection $\omega$ is a fusion map.

Proof. This is a simply calculation: for $q$ an element in the fibre of $P$ over the common initial point of three paths $(\gamma_1, \gamma_2, \gamma_3) \in PX[3]$,

$$q = \tau_{\gamma_1 \gamma_3}^\omega(q).\text{Hol}_\omega(\ell(\gamma_1, \gamma_3))$$

$$= \tau_{\gamma_2 \gamma_3}^\omega(\tau_{\gamma_1 \gamma_3}^\omega(q)).\text{Hol}_\omega(\ell(\gamma_1, \gamma_3))$$

$$= \tau_{\gamma_2 \gamma_3}^\omega(q).\text{Hol}_\omega(\ell(\gamma_1, \gamma_2))^{-1}.\text{Hol}_\omega(\ell(\gamma_1, \gamma_3))$$

$$= q.\text{Hol}_\omega(\ell(\gamma_2, \gamma_3))^{-1}.\text{Hol}_\omega(\ell(\gamma_1, \gamma_2))^{-1}.\text{Hol}_\omega(\ell(\gamma_1, \gamma_3))$$

Here we have used the definition of holonomy (Definition 3.2.11) via the parallel transport $\tau_\gamma^\omega$ of the connection $\omega$, its functorality and its $A$-equivariance (Proposition 3.2.10). □
Summarizing, we have a well-defined group homomorphism

\[ \mathcal{T}^\nabla : h_0\text{DiffBun}_A^\nabla(X) \to \mathcal{F}us(\mathcal{L}X, A) \]

that we call \textit{transgression}. We prove in the following section that it is the inverse of the group homomorphism \( \mathcal{T}^\nabla \) constructed in Section 4.2.

\textbf{Lemma 5.2.} The fusion homotopy class of \( \text{Hol}_\omega \) is independent of the choice of the connection on \( P \).

\textbf{Proof.} For two connections \( \omega_0 \) and \( \omega_1 \) on \( P \), consider the principal \( G \)-bundle \( \text{id} \times p : [0, 1] \times P \to [0, 1] \times X \) and the 1-form \( \Omega := t\omega_1 + (1 - t)\omega_0 \) on \( [0, 1] \times P \), which defines a connection on \( [0, 1] \times P \). Consider further the smooth map

\[ \eta : [0, 1] \times \mathcal{L}X \to \mathcal{L}([0, 1] \times X), \quad \eta(t, \tau)(s) := (\varphi(t), \tau(s)), \]

where \( \varphi \) is a smoothing function (see the proof of Proposition 2.1.6). Then,

\[ H := \text{Hol}_\Omega \circ \eta : [0, 1] \times \mathcal{L}X \to A \]

is a smooth map and corresponds to a path \( h \in PD^\infty(\mathcal{L}X, A) \) with \( H = h^\nabla \), connecting \( \text{Hol}_{\omega_0} \) and \( \text{Hol}_{\omega_1} \). All that remains is to check that \( h(t) \) lies in the subspace of fusion maps for all \( t \in [0, 1] \). This follows from the fact that \( \text{Hol}_\Omega \) is a fusion map (Lemma 5.1). \( \square \)

Over a smooth manifold \( M \), every diffeological principal \( A \)-bundle is an ordinary, smooth principal bundle (Theorem 3.1.7). Due to the existence of connections on such bundles, we obtain a well-defined group homomorphism

\[ \mathcal{T} : h_0\text{Bun}_A(M) \to h\mathcal{F}us(\mathcal{L}M, A). \]

By construction, the diagram

\[ \begin{array}{ccc}
    h_0\text{Bun}_A^\nabla(M) & \xrightarrow{\mathcal{T}^\nabla} & \mathcal{F}us(\mathcal{L}M, A) \\
    \downarrow & & \downarrow \\
    h_0\text{Bun}_A(M) & \xrightarrow{\mathcal{T}} & h\mathcal{F}us(\mathcal{L}M, A),
\end{array} \]

is commutative, which contributes the remaining part to the proof of Theorem C.
6. Proof of Theorem A

We show that regression $\mathcal{R}^\nabla$ and transgression $\mathcal{T}^\nabla$ are inverses to each other, starting with the proof that $\mathcal{T}^\nabla \circ \mathcal{R}^\nabla$ is the identity on the space $\mathcal{Fus}(LX, A)$ of fusion maps. Let $f : LX \rightarrow A$ be a fusion map. We have to compute the holonomy of the reconstructed bundle $(P, \omega) := \mathcal{R}_2^\nabla(f)$. Let a loop $\tau \in LX$ be represented by a closed path $\gamma \in PX_{cl}$ under the map $cl$ from Section 2.2. Let $\tau_\gamma^\omega : P_y \rightarrow P_y$ denote the parallel transport along $\gamma$, where $y = \gamma(0) = \gamma(1)$ and $P_y$ denotes the fibre of $P$ over $y$. We have to compute $a \in A$ such that $\tau_\gamma(\gamma(1)) a = q$ for some (and hence all) $q \in P_y$.

The path $\gamma$ lifts to $PX_x$. To see this, let us denote by $\gamma_t \in PX$ the path $\gamma_t(s) := \gamma(t \varphi(s))$, for $\varphi$ a smoothing function (see the proof of Proposition 2.1.6). We choose a path $\kappa \in PX$ with $ev(\kappa) = (x, y)$. Then, 

$$\tilde{\gamma} : [0, 1] \rightarrow PX_x : t \mapsto \gamma_t \star \kappa$$

is a path and lifts $\gamma$ along the evaluation $ev_1$. We recall that $P$ is descended from the trivial principal $A$-bundle $T_x$ over $PX_x$. In particular, it comes with a projection $pr : T_x \rightarrow P$. The parallel transports $\tau_\gamma^\omega$ in $P$ and $\tau_\gamma$ in $T_x$ fit into a commutative diagram

$$
\begin{array}{ccc}
T_x|_\kappa & \xrightarrow{\tau_\gamma} & T_x|_{\gamma \circ \kappa} \\
pr \downarrow & & \downarrow pr \\
T_x & \xrightarrow{pr} & P_y.
\end{array}
$$

The parallel transport in the trivial bundle $T_x$ along $\tilde{\gamma}$ is according to Definition 3.2.9 given by

$$\tau_\gamma(\tilde{\gamma}(0), g) := (\tilde{\gamma}(1), gF_x(\tilde{\gamma})).$$

We compute from the definition of $F_x$ and Lemma 2.2.4 that

$$F_x(\tilde{\gamma}) = f_{\ell}(\tilde{\gamma}(1), \gamma \star \tilde{\gamma}(0)) = f_{\ell}(\gamma \star \kappa, \gamma \star \kappa) = 1.$$

Thus, for $q := pr(\tilde{\gamma}(0), g) \in P_y$, we have $\tau_\gamma^\omega(q) = pr(\tilde{\gamma}(1), g) \in P_y$. Now we use the definition of $P$, given by the descent structure $d_f$ from (4.1.1) and
the descent construction (3.1.4). We compute using Lemma 2.2.2

\[ \tau^\omega (g) = \text{pr}(\tilde{\gamma}(1), g) = \text{pr}(\tilde{\gamma}(0), f \ell(\tilde{\gamma}(0), \tilde{\gamma}(1))g) \]

\[ = q.f \ell(\kappa, \gamma \circ \kappa) = q.f \ell(\text{id}, \gamma) = q.f \ell(\gamma, \text{id})^{-1} = q.f(\tau)^{-1}. \]

We conclude that $\text{Hol}_\omega(\tau) = f(\tau)$, which completes the proof that $(\mathcal{R}^\nabla \circ \mathcal{R}^\nabla)(f) = f$.

Next is the proof that $\mathcal{R}^\nabla \circ \mathcal{F}^\nabla$ is the identity on the group $\pi_0 \text{DiffBun}_A^\nabla(X)$ of isomorphism classes of diffeological principal $A$-bundles over $X$ with connection. Let $P$ be such a bundle, and let $f : LX \to A$ be the associated fusion map, its holonomy. Let $q_0 \in P$ be a fixed point in the fibre over $x$. Notice that

\[ \varphi : T_x \to \text{ev}_1^* P : (\gamma, g) \mapsto (\gamma, \tau_\gamma(q_0).g) \]

defines a bundle morphism over $\mathcal{P}X_x$: it is smooth by Proposition 3.2.10 (c) and $A$-equivariant. Moreover, it exchanges the descent structure $d_f$ on the trivial bundle $T_x = \mathcal{P}X_x \times A$ with the trivial descent structure on $\text{ev}_1^* P$:

\[ \text{pr}_2^* \varphi(d_f(\gamma_1, \gamma_2; g)) = \text{pr}_2^* \varphi(\gamma_1, \gamma_2.f(\gamma_2, \gamma_1)g) \]

\[ = \tau_{\gamma_2}(q_0).f(\gamma_2, \gamma_1)g = \tau_{\gamma_1}(q_0).g = \text{pr}_1^* \varphi(\gamma_1, \gamma_2, g). \]

Hence, $\varphi$ descends to an isomorphism

\[ (\text{ev}_1)_*(\varphi) : \mathcal{R}_x(f) \to P. \]

It remains to prove that this isomorphism respects the connections. This is the case if and only if the isomorphism $\varphi$ respects connections, i.e. pulls back the connection $\text{ev}_1^* \omega$ on $\text{ev}_1^* P$ to the connection $\omega_x$ on $T_x$, which was defined by a 1-form $A_x$. Consider the composite

\[ \mathcal{P}X_x \to \mathcal{P}X_x \times A \xrightarrow{\varphi} \text{ev}_1^* P \to P \]

in which the first map sends a path $\gamma$ to the pair $(\gamma, 1)$. Explicitly, this composite is the map

\[ j : \mathcal{P}X_x \to P : \gamma \mapsto \tau_\gamma(q_0). \]

Now, the isomorphism $\varphi$ is connection-preserving if and only if

\[ j^* \omega = A_x. \quad (6.1) \]
In order to check equation (6.1), let $F_\omega : \mathcal{P} P \longrightarrow A$ be the smooth map corresponding to the 1-form $\omega$ under the bijection of Theorem B.2. We recall that $A_x$ was defined by a smooth map $F_x : \mathcal{P}P_x \longrightarrow A$. We claim that $F_x(\gamma) = F_\omega(j \circ \gamma)$ for all $\gamma : [0, 1] \longrightarrow \mathcal{P}X_x$. This shows (6.1) and completes the proof of Theorem A.

To show the claim, we recall from Section 4.2 that $\gamma$ defines three paths, namely $\beta_0 := \gamma(0) \in \mathcal{P}X_x$, $\beta_1 := \gamma(1) \in \mathcal{P}X_x$ and $\beta \in \mathcal{P}X$. The path $j \circ \gamma$ is a lift of the path $\beta$ along the bundle projection $p : P \longrightarrow X$:

$$p((j \circ \gamma)(t)) = p(\tau_{\gamma(t)}(q_0)) = \gamma(t)(1) = \beta(t)$$

for all $t \in [0, 1]$. Using the functorality of parallel transport and the definition of holonomy we find

$$\tau^\omega_\beta(j(\gamma(0))).\text{Hol}_\omega(\beta \star \beta_0 \star \beta_1^{-1}) = \tau^\omega_{\beta_1 \star \beta_0^{-1}}(j(\gamma(0))). \quad (6.2)$$

On the left hand side,

$\text{Hol}_\omega(\beta \star \beta_0 \star \beta_1^{-1}) = \text{Hol}_\omega(\beta_1^{-1} \star \beta \star \beta_0) = f_\ell(\beta \star \beta_0, \beta_1) = f_\ell(\beta_1, \beta \star \beta_0)^{-1}$,

where the first equality holds because the two loops in the argument of $\text{Hol}_\omega$ are related by a rotation, i.e. a particular thin homotopy. The second equality is the definition of $f$ and the last equality is Lemma 2.2.4. On the right hand side of (6.2), we have

$$\tau^\omega_{\beta_1 \star \beta_0^{-1}}(j(\gamma(0))) = \tau^\omega_{\beta_1}(q_0) = j(\gamma(1))$$

due to the definition of $j$. Thus, (6.2) becomes

$$\tau^\omega_\beta(j(\gamma(0))) = j(\gamma(1)).f_\ell(\beta_1, \beta \star \beta_0).$$

A comparison with Definition 3.2.9 shows that $F_\omega(j \circ \gamma) = f_\ell(\beta_1, \beta \star \beta_0)$. The right hand side is precisely the definition of $F_x(\gamma)$ and shows that $F_x(\gamma) = F_\omega(j \circ \gamma)$.

**A. Diffeology of Loop Spaces and Paths Spaces**

In Section A.1 we review standard definitions and facts about diffeological spaces. In Section A.2 we introduce a Grothendieck topology on the category of diffeological spaces based on subductions. In Section A.3 we review differential forms on diffeological spaces and relate them to smooth maps on path spaces.
A.1 Diffeological Spaces

Diffeological spaces were introduced by Souriau [Sou81], and are today understood as one flavor of the “convenient calculus”. For a concise presentation we refer the reader to [BH, Lau08], for a comprehensive treatment to [IZ], and to [Sta11] for a comparison with other forms of the convenient calculus.

**Definition A.1.1.** A **diffeological space** is a set $X$ with a diffeology. A diffeology on a set $X$ is a set of maps $c : U \to X$ called plots, where each plot is defined on an open subset $U \subset \mathbb{R}^k$ with varying $k \in \mathbb{N}_0$, such that three axioms are satisfied:

1. **(D1)** for any plot $c : U \to X$, any open subset $V \subset \mathbb{R}^l$, and any smooth function $f : V \to U$ the map $c \circ f$ is also a plot.
2. **(D2)** every constant map $c : U \to X$ is a plot.
3. **(D3)** if $f : U \to X$ is a map defined on $U \subset \mathbb{R}^k$ and $\{U_i\}_{i \in I}$ is an open cover of $U$ for which all restrictions $f|_{U_i}$ are plots of $X$, then $f$ is also a plot.

Moreover, a map $f : X \to Y$ between diffeological spaces $X$ and $Y$ is called smooth if for every plot $c : U \to X$ of $X$ the map $f \circ c : U \to Y$ is a plot of $Y$.

Diffeological spaces form a category $\mathcal{D}$iff, and the isomorphisms in $\mathcal{D}$iff are called diffeomorphisms. The following theorem explains why it is convenient to use diffeological spaces.

**Theorem A.1.2** ([BH, Theorem 9]). The category $\mathcal{D}$iff is a quasitopos.

In practice, this means that many constructions are available which are in general obstructed or simply not possible for smooth manifolds or Fréchet manifolds. The next example describes some of these constructions.

**Example A.1.3.**

(a) For diffeological spaces $X$ and $Y$, the set $D^\infty(X,Y)$ of smooth maps $f : X \to Y$ carries a canonical diffeology called the functional diffeology [IZ, I.57].
A map \( c : U \to D^\infty(X, Y) \) is a plot if and only if the composite

\[
U \times X \xrightarrow{c \times \text{id}} D^\infty(X, Y) \times X \xrightarrow{\text{ev}} Y
\]

is smooth.

(b) Every subset \( Y \) of a diffeological space \( X \) carries a canonical diffeology called the \textit{subset diffeology} [IZ, I.33].

A map \( c : U \to Y \) is a plot of \( Y \) if and only if its composition with the inclusion \( \iota : Y \hookrightarrow X \) is a plot of \( X \).

(c) The direct product \( X \times Y \) of diffeological spaces \( X \) and \( Y \) carries a canonical diffeology called the \textit{product diffeology} [IZ, I.55].

A map \( c : U \to X \times Y \) is a plot of \( X \times Y \) if and only if its composition with the projections to \( X \) and to \( Y \) are plots of \( X \) and \( Y \), respectively.

(d) For any pair of diffeological maps \( f : X \to Z \) and \( g : Y \to Z \), the fibre product \( X \times_Z Y \) is – as a subset of \( X \times Y \) – a diffeological space.

(e) For \( X \) a diffeological space, \( Y \) a set, and \( p : X \to Y \) a map, \( Y \) carries a canonical diffeology called the \textit{pushforward diffeology} [IZ, I.43].

A map \( c : U \to Y \) is a plot if and only if every point \( x \in U \) has an open neighborhood \( V \subset U \) such that either \( c|_V \) is constant or there exists a plot \( \tilde{c} : V \to X \) of \( X \) with \( c|_V = p \circ \tilde{c} \).

The pushforward diffeology of Example A.1.3 (e) arises frequently in this article, namely when \( \sim \) is an equivalence relation on a diffeological space \( X \), and \( Y := X/\sim \) is the set of equivalence classes. Then, \( Y \) carries the pushforward diffeology induced by the projection \( \text{pr} : X \to Y \). One can easily show

\textbf{Lemma A.1.4} ([IZ, I.51]). \textit{Let \( X_1 \) and \( X_2 \) be diffeological spaces, let \( Y \) be a set and let \( p : X_1 \to Y \) be a map. Then, a map \( f : Y \to X_2 \) is smooth with respect to the pushforward diffeology on \( Y \) if and only if \( f \circ p \) is smooth.}

In the remainder of this section we shall relate diffeological spaces to Fréchet manifolds. Let \( \mathcal{F}\text{rech} \) denote the category of Fréchet manifolds. Then, there is a functor

\[
\mathcal{F}\text{rech} \to \text{Diff}
\]  
(A.1.1)
defined as follows. On objects, it declares on a Fréchet manifold $X$ the smooth diffeology. Its plots are all smooth maps $c : U \to X$, defined on open subsets $U \subset \mathbb{R}^k$, for all $k \in \mathbb{N}_0$. On morphisms it is the identity: any smooth map $f : X \to Y$ between Fréchet manifolds is diffeological. Indeed, its composition $f \circ c$ with any plot $c : U \to X$ of $X$ is smooth, and thus a plot of $Y$. The following theorem permits the unambiguous usage of the word “smooth”.

**Theorem A.1.5** ([Los94, Theorem 3.1.1]). *The functor (A.1.1) is full and faithful, i.e. a map between Fréchet manifolds $X$ and $Y$ is smooth in the manifold sense if and only if it is smooth in the diffeological sense.*

**Remark A.1.6.**

1. Since smooth manifolds form a full subcategory of $\mathcal{F}rech$, Theorem A.1.5 remains true upon substituting “smooth” for “Fréchet”.

2. If $M$ is a smooth manifold with boundary, it still carries the smooth diffeology. However, since our plots are defined on open subsets, any map $f : M \to X$ that is smooth in the interior of $M$ is already smooth on $M$. For this article this is negligible: the only manifold with boundary that appears here is the interval $M := [0, 1]$ as the domain of paths. But paths are by definition constant near the boundary.

Finally we shall show that the functor (A.1.1) identifies the Fréchet manifold $\mathcal{C}^\infty(S^1, M)$ with the diffeological space $\mathcal{D}^\infty(S^1, M)$ (see Example A.1.3 (a)), so that the loop space $LM$ of a smooth manifold has an unambiguous meaning. More generally, we have the following statement.

**Lemma A.1.7.** *Let $M$ be a smooth manifold and let $K$ be a compact smooth manifold. The functional diffeology on $D^\infty(K, M)$ and the smooth diffeology on $\mathcal{C}^\infty(K, M)$ coincide in the sense that every plot of one is a plot of the other.*

**Proof.** Let $c : U \to \mathcal{C}^\infty(K, M)$ be a map. It is a plot of $\mathcal{C}^\infty(K, M)$ if and only if it is smooth. It is a plot of $D^\infty(K, M)$ if and only if

$$U \times K \xrightarrow{c \times \text{id}} \mathcal{C}^\infty(K, M) \times K \xrightarrow{\text{ev}} M$$

(A.1.2)

is smooth. Suppose first that $c$ is smooth. Since the evaluation map is smooth, also (A.1.2) is smooth. Hence, every plot of $\mathcal{C}^\infty(K, M)$ is a plot of
$D^\infty(K, M)$. Conversely, assume that (A.1.2) is smooth. We want to show that $c$ is smooth. We recall that the Fréchet manifold structure on $C^\infty(K, M)$ is the one of the set $\Gamma(K, M \times K)$ of smooth sections in the trivial $M$-bundle over $K$. We also recall that if $\varphi : E \to F$ is a smooth morphism of fibre bundles over $K$, the induced map $\varphi_* : \Gamma(K, E) \to \Gamma(K, F)$ is smooth [Ham82, Example 4.4.5]. Since (A.1.2) is smooth, also

$$U \times K \xrightarrow{c \times \text{id}} C^\infty(K, M) \times K \xrightarrow{\text{ev} \times \text{id}} M \times K$$

is a smooth morphism of (trivial) fibre bundles over $K$. It hence induces a smooth map $\tilde{c} : C^\infty(K, U) \to C^\infty(K, M)$. Let $i : U \to C^\infty(K, U)$ be the inclusion of constant maps, which is smooth. Hence, the composition $\tilde{c} \circ i : U \to C^\infty(K, M)$ is a smooth map and coincides with $c$. Thus, every plot of $D^\infty(K, M)$ is a plot of $C^\infty(K, M)$.

A.2 Subductions

Presheaves can be defined over any category, while the formulation of the gluing axiom, i.e. the definition of a sheaf, requires the choice of a Grothendieck topology. In this section we introduce a Grothendieck topology on the category $\text{Diff}$ of diffeological spaces.

**Definition A.2.1** ([IZ, I.48]). A smooth map $\pi : Y \to X$ is called subduction if the following condition is satisfied. For every plot $c : U \to X$ and every $x \in U$ there exists an open neighborhood $V \subset U$ of $x$ and a plot $\tilde{c} : V \to Y$ such that $\pi \circ \tilde{c} = c|_V$.

One can show that every subduction is surjective, and that an injective subduction is a diffeomorphism [Igl85, Proposition 1.2.15]. One can also show that a smooth map $\pi : Y \to X$ is a subduction if and only if the diffeology of $X$ is the pushforward diffeology induced by $\pi$ [IZ, I.46]. In particular, all projections $\text{pr} : X \to X/\sim$ to spaces of equivalence classes are subductions. Further examples of subductions are projections to a factor in a product or fibre product [IZ, I.56], and – as mentioned in Section 2.1 – the endpoint evaluation $\text{ev} : PX \to X \times X$ for $X$ connected [IZ, V.6]. Subductions over smooth manifolds can be characterized in the following way.
Lemma A.2.2. Let $M$ be a smooth manifold, let $Y$ be a diffeological space and let $\pi : Y \to M$ be a smooth map. Then, $\pi$ is a subduction if and only if every point $p \in M$ has an open neighborhood $W \subset M$ that admits a smooth section $s : W \to Y$.

The next proposition is the main point of this subsection.

Proposition A.2.3. Subductions form a Grothendieck topology on the category $\text{Diff}$. 

Proof. The identity $\text{id}_X$ of a diffeological space $X$ is clearly a subduction. The composition of subductions is a subduction [Igl85, Proposition 1.2.15]. Finally, the pullback of a subduction along any diffeological map is a subduction [Igl85, Proposition 1.4.8].

A.3 Differential Forms

Differential forms on diffeological spaces are defined “plot-wise” using the notion of ordinary differential forms on smooth manifolds.

Definition A.3.1 ([IZ, VI. 28]). Let $X$ be a diffeological space. A $k$-form on $X$ is a family $\{\varphi_c\}$ of $k$-forms $\varphi_c \in \Omega^k(U)$ parameterized by plots $c : U \to X$, such that $\varphi_{c_1} = f^*\varphi_{c_2}$ for every commutative diagram

$$
\begin{array}{ccc}
U_{c_1} & \xrightarrow{f} & U_{c_2} \\
\downarrow{c_1} & & \downarrow{c_2} \\
X & \xrightarrow{f} & X
\end{array}
$$

(A.3.1)

with $c_1$ and $c_2$ plots and $f$ smooth.

The set of $k$-forms on a diffeological space $X$ is denoted $\Omega^k(X)$; similarly one defines $k$-forms with values in a vector space $V$, denoted $\Omega^k(X,V)$. All familiar features of differential forms generalize from smooth manifolds to diffeological spaces, equipping the family $\Omega^*(X)$ with the structure of a differential graded commutative algebra (dgca). Further, if $f : X \to Y$ is a smooth map between diffeological spaces, there is a pullback

$$
f^* : \Omega^k(Y) \to \Omega^k(X) \quad \text{with} \quad (f^*\varphi)_c := \varphi_{fc}
$$
for a plot $c$ of $X$, forming a morphism between dgca’s. In other words, forms over diffeological spaces form a presheaf $\Omega^*$ of dgca’s over diffeological spaces. One can show [IZ, VI.38] that this presheaf is even a sheaf.

For a smooth manifold $M$, it is easy to check that the $k$-forms of Definition A.3.1 are the same as ordinary (smooth) $k$-forms on manifolds. The following lemma generalizes a familiar fact from smooth manifolds to diffeological spaces (see Lemma 2.1.2 and [SW11, Lemma 4.2])

**Lemma A.3.2.** Let $f : X \to Y$ be a smooth rank $k$ map. Then the pullback $f^* \varphi$ vanishes for all $\varphi \in \Omega^{k+1}(Y)$.

**Proof.** Let $\varphi \in \Omega^{k+1}(Y)$ and let $c : U \to X$ be a plot. We show that $\varphi_{|c} = 0$. Since $f$ has rank $k$, every point $u \in U$ has an open neighborhood $U_u \subset U$ with a plot $d : V \to Y$ and a rank $k$ map $g : U_u \to V$ satisfying $d \circ g = f \circ c|_{U_u}$, see Definition 2.1.1. It follows that $\varphi_{|U_u} = g^* \varphi_d = 0$. □

Differential forms can be transgressed to the loop space, and we have used that in Proposition 3.2.13. Let $\varphi$ be a $k$-form on a diffeological space $X$. Consider a plot $d : U \to LX$ of the loop space, i.e. a map such that the adjoint map $\tilde{d} : U \times S^1 \to X$ is smooth. Consider the $(k-1)$-form

$$\psi_d := \int_{S^1} \tilde{d}^* \varphi \in \Omega^{k-1}(U),$$

where $\tilde{d}^* \varphi$ is a $k$-form on $U \times S^1$ – and thus an ordinary differential $k$-form – and $\int_{S^1}$ denotes “integration along the fibre”. Let $d_1 : U_1 \to LX$ and $d_2 : U_2 \to LX$ both be plots, and let $f : U_1 \to U_2$ be a smooth map such that $d_2 \circ f = d_1$, then we have $\tilde{d}_2 \circ \tilde{f} = \tilde{d}_1$, where $\tilde{f} := f \times \text{id}$. It follows that $f^* \psi_{d_2} = \psi_{d_1}$. Hence, $\psi := \{\psi_d\}$ is a $(k-1)$-form on the diffeological space $LX$. The same procedure works for the thin loop space $LX$ instead of $LX$. In both cases, we use the symbolical notation

$$\psi := \int_{S^1} \text{ev}^* \varphi.$$

**B. Differential Forms and Smooth Functors**

In this section we discuss a close relation between 1-forms on a diffeological space $X$ and smooth maps on the path space $P X$. For smooth manifolds,
this relation has been studied before in [SW09, SW11]. Let $G$ be a Lie
group. On the one hand, consider the following groupoid $\mathcal{F}un(X, G)$. Its objects are smooth maps $F : \mathcal{P}X \longrightarrow G$ satisfying

$$F(\gamma_2 \ast \gamma_1) = F(\gamma_2) \cdot F(\gamma_1)$$

whenever paths $\gamma_1, \gamma_2$ are composable. A morphism $g : F_1 \longrightarrow F_2$ is a smooth map $g : X \longrightarrow G$ such that

$$g(\gamma(1)) \cdot F_1(\gamma) = F_2(\gamma) \cdot g(\gamma(0)).$$

Composition is multiplication, i.e. $g_2 \circ g_1 := g_1 g_1$, and the identity morphisms are given by the constant map $g = 1$. On the other hand, let $Z^1_X(G)$ be the following groupoid. The objects are 1-forms $A \in \Omega^1(X, \mathfrak{g})$, with $\mathfrak{g}$ the Lie algebra of $G$. A morphism $g : A_1 \longrightarrow A_2$ is a smooth map $g : X \longrightarrow G$ such that

$$A_2 = \text{Ad}_g(A_1) - g^* \tilde{\theta},$$

where $\tilde{\theta} \in \Omega^1(G, \mathfrak{g})$ is the right-invariant Maurer-Cartan form on $G$. Composition and identities are as in $\mathcal{F}un(X, G)$.

Both groupoids are natural in $X$, i.e. if $f : X \longrightarrow Y$ is a smooth map, there are evident pullback functors

$$f^* : \mathcal{F}un(Y, G) \longrightarrow \mathcal{F}un(X, G) \quad \text{and} \quad f^* : Z^1_Y(G) \longrightarrow Z^1_X(G). \quad (B.1)$$

These pullback functors compose strictly under the composition of smooth maps. In other words, $\mathcal{F}un(-, G)$ and $Z^1(G)$ are presheaves of groupoids over the category of diffeological spaces. We remark that both presheaves are in general not sheaves.

For a smooth manifold $M$, the groupoids $\mathcal{F}un(M, G)$ and $Z^1_M(G)$ have been introduced in [SW09]. We recall

**Proposition B.1** ([SW09, Proposition 4.7]). For a smooth manifold $M$ there is an isomorphism of categories

$$\mathcal{F}un(M, G) \xrightarrow{\mathcal{D}^\infty} Z^1_M(G).$$
This isomorphism can be characterized in terms of parallel transport. Suppose \( \omega \in \Omega^1(P, g) \) is a connection on a smooth principal \( G \)-bundle \( P \) over \( M \), \( \gamma \in PM \) is a path and \( \tilde{\gamma} \in PP \) is a lift of \( \gamma \). Then,

\[
\tau^\omega_\gamma(\tilde{\gamma}(0)) = \tilde{\gamma}(1),
\]

where \( \tau^\omega_\gamma \) denotes the parallel transport of \( \omega \) along \( \gamma \), and \( \mathcal{P}^\infty(\omega) : PP \rightarrow G \) corresponds to the 1-form \( \omega \) under Proposition B.1.

We need two properties of the isomorphism of Proposition B.1. Firstly, it commutes with the pullback functors (B.1), i.e. it is an isomorphism of presheaves over \( \text{Diff} \) [SW11, Proposition 1.7]. Secondly, let us call a 1-form \( A \in \Omega^1(X, g) \) flat, if the 2-form

\[
K_A := dA + [A \wedge A]
\]

vanishes, and let us call an object \( F \) in \( \mathcal{F}un(X, G) \) flat, if \( F(\gamma) = F(\gamma') \) whenever \( \gamma \) and \( \gamma' \) are homotopic (Definition 2.1.4). Then, the flat objects in \( Z^1_M(G) \) correspond precisely to the flat objects in \( \mathcal{F}un(M, G) \) [SW09, Lemma B.1 (c)].

We prove the following generalization of Proposition B.1 from smooth manifolds to diffeological spaces.

**Theorem B.2.** Let \( X \) be a diffeological space. Then, there is a isomorphism of categories

\[
\mathcal{F}un(X, G) \xrightarrow{\mathcal{D}} Z^1_X(G)
\]

that restricts over every plot \( c : U \rightarrow X \) to the isomorphism of Proposition B.1, i.e.

\[
c^* \circ \mathcal{D} = \mathcal{D}^\infty \circ c^* \quad \text{and} \quad c^* \circ \mathcal{P} = \mathcal{P}^\infty \circ c^*.
\]

**Proof.** The functor \( \mathcal{D} : \mathcal{F}un(X, G) \rightarrow Z^1_X(G) \) is easy to define. If an object \( F \) in \( \mathcal{F}un(X, G) \) is given, one has for each plot \( c : U \rightarrow X \) a 1-form \( A_c := \mathcal{D}^\infty(c^*F) \in \Omega^1(U, g) \). These 1-forms clearly define an object \( \{A_c\} \) in \( Z^1_X(G) \). Moreover, any morphism in \( \mathcal{F}un(X, G) \) is automatically a morphism in \( Z^1_X(G) \). This defines the functor \( \mathcal{D} \), and it restricts by construction over each plot to the functor \( \mathcal{D}^\infty \). To finish the proof, it thus remains to construct the functor \( \mathcal{P} \) such that is strictly inverse to \( \mathcal{D} \).
Assume $A = \{A_c\}$ is an object in $\mathcal{Z}^1_X(G)$. A map $F : PX \to G$ is defined as follows. Any path $\gamma : [0, 1] \to X$ extends canonically to a plot $\tilde{\gamma} : \mathbb{R} \to X$. Namely, one simply puts $\tilde{\gamma}(t) := \gamma(0)$ for all $t < 0$ and $\tilde{\gamma}(t) := \gamma(1)$ for all $t > 1$. There is a unique thin homotopy class $\tau \in \mathcal{P}_\mathbb{R}$ of paths in $\mathbb{R}$ with $ev(\tau) = (0, 1)$. Then, we put

$$F(\gamma) := \mathcal{P}^\infty(A_{\tilde{\gamma}})(\tau).$$

We have to check that this definition yields an object in $\mathcal{F}_{un}(X, G)$. This check consists of the following three parts.

1.) **Compatibility with the path composition.** For the following calculations we use the notation $F_{\tilde{\gamma}} := \mathcal{P}^\infty(A_{\tilde{\gamma}})$. If $\gamma_1, \gamma_2 \in PX$ are composable paths, consider the two smooth maps

$$\iota_1 : \mathbb{R} \to \mathbb{R} : t \mapsto \frac{1}{2}t \quad \text{and} \quad \iota_2 : \mathbb{R} \to \mathbb{R} : t \mapsto \frac{1}{2} + \frac{1}{2}t.$$

Due to the uniqueness of the path $\tau$, one has $\tau = \mathcal{P}\iota_2(\tau) \cdot \mathcal{P}\iota_1(\tau)$ in $\mathcal{P}_\mathbb{R}$. Then,

$$F(\gamma_2 \ast \gamma_1) = F_{\gamma_2 \ast \gamma_1}(\tau) = F_{\mathcal{P}\iota_2(\tau) \cdot \mathcal{P}\iota_1(\tau)} = F_{\mathcal{P}\iota_2(\tau)} \cdot F_{\mathcal{P}\iota_1(\tau)} = \iota_2^*F_{\mathcal{P}\iota_2(\tau)} \cdot \iota_1^*F_{\mathcal{P}\iota_1(\tau)} \overset{(*)}{=} F_{\gamma_2}(\tau) \cdot F_{\gamma_1}(\tau) = F(\gamma_2) \cdot F(\gamma_1),$$

where $(*)$ comes from the commutative diagram

$$\begin{array}{ccc}
\mathbb{R} & \xrightarrow{\iota_k} & \mathbb{R} \\
\gamma_k & \downarrow & \gamma_k \ast \gamma_1 \\
& \downarrow & \\
X
\end{array}$$

for $k = 1, 2$, which implies equalities $\iota_k^*A_{\gamma_k \ast \gamma_1} = A_{\gamma_k} \cdot A_{\gamma_1}$ between 1-forms. It will be convenient to prove also that $F(id_x) = 1$ for any $x \in X$. Indeed,

$$F(id_x) = F_{id_x}(\tau) = \mathcal{P}^\infty(A_{id_x})(\tau) = 1$$

since $A_{id_x} = id_x^*A = 0$ because $id_x$ has rank zero (Lemmata 2.1.3 (b) and A.3.2).
2.) Smoothness. Let \( c : U \rightarrow PX \) be a plot, i.e. the map
\[
[0, 1] \times U \xrightarrow{id \times c} [0, 1] \times PX \xrightarrow{ev} X
\]
is smooth. We extend this map to a plot \( \tilde{c} : \mathbb{R} \times U \rightarrow X \). Consider the inclusion \( \iota_u : \mathbb{R} \rightarrow \mathbb{R} \times U \) defined by \( \iota_u(t) := (t, u) \), and the associated smooth map
\[
\Gamma : U \rightarrow \mathcal{P}(\mathbb{R} \times U) : u \mapsto \mathcal{P} \iota_u(\tau).
\]
It follows that \( \mathcal{U} \Gamma \rightarrow \mathcal{P}(\mathbb{R} \times U) \xrightarrow{F} G \) (B.2) is smooth. We claim that (B.2) coincides with \( F \circ c \); this shows that \( F \) is smooth. Indeed,
\[
F \tilde{c}(\Gamma(u)) = F \tilde{c}(\mathcal{P} \iota_u(\tau)) = \iota_u^* F \tilde{c}(\tau) = F \tilde{c}(c(u)).
\]

3.) Thin homotopy invariance. We have to show that \( F(\gamma_1) = F(\gamma_2) \) whenever there is a thin homotopy \( h \in PPX \) between \( \gamma_1 \) and \( \gamma_2 \). The adjoint map \( h^\vee : [0, 1]^2 \rightarrow X \) can be extended to a plot \( \tilde{h}^\vee : \mathbb{R}^2 \rightarrow X \) [SW11, Section 2.3]. One checks that
\[
((\tilde{h}^\vee)^* F)(\gamma) = F_{\mathcal{P} \tilde{h}^\vee(\gamma)}(\tau) = \mathcal{P}^\infty (A_{\mathcal{P} \tilde{h}^\vee(\gamma)})(\tau) = \mathcal{P}^\infty (A_{\tilde{h}^\vee})(\gamma).
\]
Since \( h^\vee \) has rank one, the 1-form \( A_{\tilde{h}^\vee} = (\tilde{h}^\vee)^* A \) is flat by Lemma A.3.2, and so is \( (h^\vee)^* F \). Then, the claim follows from Lemma B.3 below.

By now we have defined a functor \( \mathcal{P} : \mathcal{Z}_X^1(G) \rightarrow \mathcal{F}_{un}(X, G) \). It remains to show that it is inverse to the functor \( \mathcal{D} \). Suppose \( A \) is an object in \( \mathcal{Z}_X^1(G) \), and \( F := \mathcal{P}(A) \). Over a plot \( c : U \rightarrow X \), we have to check that \( \mathcal{D}^\infty(c^* F) = A_c \). This is equivalent to \( c^* F = \mathcal{P}^\infty(A_c) \). Indeed, we find for \( \gamma \in PU \)
\[
(c^* F)(\gamma) = F(\mathcal{P} \tilde{c}(\gamma)) = \mathcal{P}^\infty(A_{\mathcal{P} \tilde{c}(\gamma)})(\tau) = \mathcal{P}^\infty(\tilde{c}^* A_c)(\tau) = \tilde{c}^* \mathcal{P}^\infty(A_c)(\gamma) = \mathcal{P}^\infty(A_c)(\gamma)
\]
where \((\ast)\) comes from the commutative diagram

\[
\begin{array}{ccc}
\mathbb{R} & \xrightarrow{\overline{\gamma}} & U_c \\
\downarrow{Pc(\gamma)} & & \downarrow{c} \\
X & & 
\end{array}
\]

and the last equality comes from the fact that \((P\overline{\gamma})(\tau) = \gamma\) as elements in \(PX\). Conversely, suppose an object \(F\) in \(\mathcal{Fun}(X, G)\) is given and \(A := \mathcal{D}(F)\). We have to check that \(\mathfrak{P}(A) = F\). Indeed, for \(\gamma \in PX\),

\[
\mathfrak{P}(A)(\gamma) = \mathfrak{P}^\infty(A\overline{\gamma})(\tau) = \mathfrak{P}^\infty(\mathcal{D}^\infty(\overline{\gamma}^*F))(\tau)
= (\overline{\gamma}^*F)(\tau) = F(P\overline{\gamma}(\tau)) = F(\gamma).
\]

This completes the proof. \(\square\)

We remark that the condition that the functors \(\mathcal{D}\) and \(\mathfrak{P}\) restrict to the functors \(\mathcal{D}^\infty\) and \(\mathfrak{P}^\infty\) over each plot, implies that the isomorphism of Theorem B.2 commutes with the pullback functors (B.1) and respects flatness. The supplementary lemma used in the proof above and in Section 3.2 is

**Lemma B.3.** Let \(X\) be a diffeological space. Suppose \(F : PX \to G\) is a smooth map satisfying

\[
F(\gamma' \circ \gamma) = F(\gamma') \circ F(\gamma) \quad \text{and} \quad F(\text{id}_{x}) = 1
\]

for all composable paths \(\gamma', \gamma\), and all points \(x \in X\). Suppose further that \(h \in PPX\) is a homotopy between paths \(\gamma_1\) and \(\gamma_2\), such that \((h^\vee)^*F\) is flat, where \(h^\vee : [0, 1]^2 \to X\) is the adjoint of \(h\). Then, \(F(\gamma_1) = F(\gamma_2)\).

**Proof.** Recall that \(\gamma_1, \gamma_2 : [0, 1] \to X\) are locally constant in neighborhoods \(U_1, U_2\) of \(\{0, 1\}\), respectively. Let \(U := [0, 1] \setminus (U_1 \cap U_2)\). Choose a smoothing function \(\varphi\) such that \(\varphi(t) = t\) for all \(t \in U\). As a consequence, \(\gamma_i = \gamma_i \circ \varphi\) for \(i = 1, 2\). We can regard \(\varphi\) as a path in \(\mathbb{R}\), and use the smooth maps \(\psi^h_{s, t} : \mathbb{R} \to \mathbb{R}^2: t \mapsto (s, t)\) and \(\psi^x_{s, t} : \mathbb{R} \to \mathbb{R}^2: t \mapsto (t, s)\) to construct paths in \(\mathbb{R}^2\) like shown in Figure 2. Notice that \(F(\gamma_i) = F_{h}(P_{u_0}^i(\varphi))\) for \(i = 1, 2\), where we have denoted \(F_{h} := (h^\vee)^*F\). For \((x, y) := ev(\gamma_1) = \ldots\)
ev(\gamma_2), we calculate
\[ F(\gamma_1) = F(id_y) \cdot F(\gamma_1) = F(P(h^y \circ \iota_1^v)(\varphi) \star P(h^y \circ \iota_0^h)(\varphi)) \]
\[ = F_h(P_{\iota_1^v}(\varphi) \star P_{\iota_0^h}(\varphi)) \]

Since the paths \( P_{\iota_1^v}(\varphi) \star P_{\iota_0^h}(\varphi) \) and \( P_{\iota_1^h}(\varphi) \star P_{\iota_0^v}(\varphi) \) are obviously homotopic in \( \mathbb{R}^2 \), the latter result is equal to
\[ F_h(P_{\iota_1^h}(\varphi) \star P_{\iota_0^v}(\varphi)) = F(P(h^y \circ \iota_1^h)(\varphi) \star P(h^y \circ \iota_0^v)(\varphi)) \]
\[ = F(\gamma_2) \cdot F(id_x) = F(\gamma_2) \]

Both lines together show the claim. \( \square \)
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A CONVENIENT DIFFERENTIAL CATEGORY
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Résumé. Nous montrons que les espaces vectoriels convenables au sens de Frölicher et Kriegl forment une catégorie différentielle. Ces catégories ont été introduites par Blute, Cockett et Seely en tant que modèles de la logique linéaire différentielle de Ehrhard et Regnier. Nous montrons que la catégorie en question rend parfaitement compte des intuitions de cette logique.

Il était déjà clair dans l’ouvrage de Frölicher et Kriegl que la catégorie des espaces vectoriels convenables a une structure remarquable. Nous donnons ici une interprétation catégorique à une partie importante de cette structure.

Ainsi, nous montrons que cette catégorie possède une comonade dont la catégorie de coKleisli coïncide avec la catégorie des fonctions infiniment différentiables et que cette comonade modélise la modalité exponentielle de la logique linéaire.

Le système logique suggère de nouvelles structures. Nous mettons notamment en évidence l’existence d’un morphisme de codéréliction qui permet d’obtenir la dérivée de n’importe quel morphisme par simple précomposition.
Abstract. We show that the category of convenient vector spaces in the sense of Frölicher and Kriegl is a differential category. Differential categories were introduced by Blute, Cockett and Seely as the categorical models of the differential linear logic of Ehrhard and Regnier. Indeed we claim that this category fully captures the intuition of this logic.

It was already evident in the monograph of Frölicher and Kriegl that the category of convenient vector spaces has remarkable structure. We here give much of that structure a logical interpretation. For example, this category supports a comonad for which the coKleisli category is the category of smooth maps on convenient vector spaces. We show this comonad models the exponential modality of linear logic.

Furthermore, we show that the logical system suggests new structure. In particular, we demonstrate the existence of a codereliction map. Such a map allows for the differentiation of arbitrary maps by simple precomposition.
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1. Introduction

Differential linear logic was introduced by Ehrhard and Regnier [5, 6] in order to describe the differentiation of higher order functionals from a syntactic or logical perspective. There are models of this logic [3, 4] with sufficient analytical structure to demonstrate that the formalism does indeed capture differentiation. But there were no models directly connected to differential geometry, which is of course where differentiation is of the highest significance. The purpose of this paper is to demonstrate that the convenient vector spaces of Frölicher and Kriegl [9] constitute a model of this logic.

The question of how to differentiate functions into and out of function spaces has a significant history. For instance, the importance of such structures is fundamental in the classical theory of variational calculus, see e.g. [7]. It is also a notoriously difficult question. This can be seen by considering the category of smooth manifolds and smooth functions between them. While products evidently exist in this category, there is no way to make the set of functions between two manifolds into a manifold. Cate-
gory theory provides an appropriate framework for the analysis of function spaces, through the notion of cartesian closed categories; in particular we note that the category of smooth manifolds is not cartesian closed.

In the categorical approach to modelling logics, one typically starts with a logic presented as a sequent calculus. One then arranges equivalence classes of proofs into a category. If the equivalence relation is chosen wisely, the resulting category will be a free category with structure. For example, the conjunction-implication fragment of intuitionistic logic yields the free cartesian closed category; the tensor-implication fragment of intuitionistic linear logic yields the free symmetric monoidal closed category. Then a general model is defined as a structure preserving functor from the free category. In both these cases, the implication connective is modelled as a function space, i.e. the right adjoint to product. Any attempt to model the differential linear logic should be a category where morphisms are smooth maps for some notion of smoothness. Then, to model logical implication, the category must also be closed. This is how we will capture functional differentiation.

More precisely, a significant question raised by the work of Ehrhard and Regnier is to write down the appropriate notion of categorical model of differential linear logic. This was undertaken by Blute, Cockett and Seely in [2]. There, a notion of\textit{ differential category} is defined and several examples are given in addition to the usual one made from the syntax of the logic.

In this paper, we focus on the category of convenient vector spaces and bounded linear maps, and demonstrate that it is a differential category. Indeed, this category has a number of remarkable properties. It is symmetric monoidal closed, complete and cocomplete. But most significantly, it is equipped with a comonad, for which the resulting coKleisli category is the category of smooth maps, in an appropriate sense. It is already remarkable that the very structure of linear logic [10] appears in this category, but furthermore it is a model of the much newer theory of differential linear logic.

After describing the category of convenient spaces, we demonstrate that it is a model of intuitionistic linear logic, and that the coKleisli category corresponding to the model of the exponential modality (the comonad) is the category of smooth maps. We construct a differential operator on smooth maps, and show that it is a model of the differential inference rule of differential linear logic, i.e. a differential category.

One of the most surprising aspects of this approach to differentiation is
the decomposition of the smooth maps from $X$ to $Y$ into a space of linear maps from $!X$ to $Y$, where $!X$ is the exponential modality of $X$. In fact, in the convenient setting, $!X$ is a space of distributions. It is the convenient vector space obtained by taking the Mackey closure of the linear space generated by the Dirac distributions. From this perspective, differentiation is given by precomposition with a special map called codereliction\textsuperscript{1}. This may seem unusual from the functional analysis perspective, but is very natural from the linear logic viewpoint.

We note that much of the structure we describe here can be found scattered in the literature [9, 11, 12, 13], but we believe the presentation here sheds new light on both the categorical and logical structures.

**Acknowledgements:** The first author would like to thank NSERC for its financial support. The authors would like to especially thank Phil Scott for his helpful contributions.

### 2. Convenient vector spaces

In this section, we present the category of convenient spaces. They can be seen either as topological or bornological vector spaces, with the two structures satisfying a compatibility. We give a brief review of ideas related to bornology, but assume the reader is familiar with locally convex spaces. See [12] for this.

For the significance of bornology and an analysis of convergence properties, see [11]. A set is bornological if, roughly speaking, it is equipped with a notion of boundedness.

**Definition 2.1.** A set $X$ is bornological if equipped with a bornology, i.e. a set of subsets $B_X$, called bounded, such that:

- all singletons are in $B_X$;
- $B_X$ is downward closed with respect to inclusion;
- $B_X$ is closed under finite unions.

A map between bornological spaces is bornological if it takes bounded sets to bounded sets. The resulting category will be denoted $\text{Born}$.

\textsuperscript{1}The name arises from the fact that this is dual to the usual linear logic rule dereliction.
Theorem 2.2. The category \( \text{Born} \) is cartesian closed.

Proof. (Sketch [9, §1.2]) The product bornology is defined to be the coarsest bornology such that the projections are bornological. So a subset of \( X \times Y \) is bounded if and only if its two projections are bornological.

The closedness follows from definition of the bornology on \( X \Rightarrow Y \) as the set of bornological functions. A subset \( B \subseteq X \Rightarrow Y \) is bounded if and only if \( B(A) \) is bounded in \( Y \), for all \( A \) bounded in \( X \). \( \square \)

As this bornology will arise in a number of different contexts, we will denote \( X \Rightarrow Y \) by \( \text{Born}(X,Y) \). We note that the above product construction works for products of arbitrary cardinality.

Definition 2.3. A convex bornological vector space is a vector space \( E \) equipped with a bornology such that

1. \( B \) is closed under the convex hull operation.
2. If \( B \in \mathcal{B} \), then \( -B \in \mathcal{B} \) and \( 2B \in \mathcal{B} \).

The last condition ensures that addition and scalar multiplication are bornological maps, when the reals are given the usual bornology. A map of convex bornological vector spaces is just a linear, bornological map. We thus get a category that we denote \( \text{CBS} \).

As described in [9, 12, 11], the topology and bornology of a convenient vector space are related by an adjunction, which we now describe.

Let \( E \) be a locally convex space. Say that \( B \subseteq E \) is bounded if it is absorbed by every neighborhood of 0, that is to say if \( U \) is a neighborhood of 0, then there exists a positive real number \( \lambda \) such that \( B \subseteq \lambda U \). This is called the von Neumann bornology associated to \( E \). We will denote the corresponding convex bornological space by \( \beta E \).

On the other hand, let \( E \) be a convex bornological space. Define a topology on \( E \) by saying that its associated topology is the finest locally convex topology compatible with the original bornology. We will denote by \( \gamma E \) the vector space \( E \) endowed with this topology. More concretely, one says that the bornivorous disks form a neighborhood basis at 0. A disk is a subset \( A \) which is both convex and satisfies that \( \lambda A \subseteq A \), for all \( \lambda \) with \( |\lambda| \leq 1 \). A disk \( A \) is said to be bornivorous when for every bounded subsets \( B \) of \( E \), there is \( \lambda \neq 0 \) such that \( \lambda B \subseteq A \).
Theorem 2.4. (See Thm 2.1.10 of [9]) The functor $\beta \colon \text{LCS} \to \text{CBS}$ is right adjoint to the functor $\gamma \colon \text{CBS} \to \text{LCS}$. Moreover, if $E$ is a CBS and $F$ a LCS, then $\text{LCS}(\gamma E, F) = \text{CBS}(E, \beta F)$.

Definition 2.5. A convex bornological space $E$ is topological if $E = \beta \gamma E$. A locally convex space $E$ is bornological if $E = \gamma \beta E$.

Let $V$ be a vector space. Any subspace $V'$ of its dual space $V^*$ induces a bornology on $V$ defined by: $U \subseteq V$ is bounded if and only if it is scalarly bounded, i.e. $\ell(U)$ is bounded in the reals, for all $\ell$ in $V'$. It follows from Lemma 2.1.23 of [9] that such bornologies are topological. Thus to specify a topological bornology, it suffices to specify such a $V'$. We will take advantage of this frequently in what follows.

Let $t\text{CBS}$ denote the full subcategory of topological convex bornological vector spaces and bornological linear maps, and let $b\text{LCS}$ denote the category of bornological locally convex spaces and continuous linear maps. We note immediately:

Corollary 2.6. The categories $t\text{CBS}$ and $b\text{LCS}$ are isomorphic.

The $t\text{CBS}$'s that we are interested in have the desirable further properties of separation and completion. We begin with the easiest of the two notions. We note $E'$ the space of linear bornological functionals over a $t\text{CBS}$ $E$.

Definition 2.7. A convex bornological vector space $E$ is separated if $E'$ separates points, that is for any $x \neq 0 \in E$, there is $l \in E'$ such that $l(x) \neq 0$.

One can verify a number of equivalent definitions as done in [9], page 53. For example, $E$ is separated if and only if the singleton $\{0\}$ is the only linear subspace which is bounded.

Bornological completeness is a different and weaker notion than topological completeness, so we give some details.

Definition 2.8. Let $E$ be a bornological space. A net $(x_\gamma)_{\gamma \in \Gamma}$ is Mackey-Cauchy if there exists a bounded subset $B$ and a net $(\mu_{\gamma, \gamma'})_{\gamma, \gamma' \in \Gamma, \Gamma'}$ of real numbers converging to 0 such that

$$x_\gamma - x_{\gamma'} \in \mu_{\gamma, \gamma'} B.$$
Contrary to what generally happens in locally convex spaces, here the convergence of Mackey-Cauchy nets is equivalent to the convergence of Mackey-Cauchy sequences.

**Definition 2.9.**
- A bornological space is **Mackey-complete** if every Mackey-Cauchy net converges.
- A convenient vector space (CVS) is a Mackey-complete, separated, topological convex bornological vector space.
- The category of convenient vector spaces and bornological linear maps is denoted $\text{Con}$.

Later we will be considering $C^\infty$, a category of convenient vector spaces and smooth maps. It will be important to distinguish the two.

We note that Kriegl and Michor in [13] denote the concept of Mackey completeness as $c^\infty$-completeness and define a convenient vector space as a $c^\infty$-complete locally convex space. If one takes the bornological maps between these as morphisms, then the result is an equivalent category.

We note that the category of convenient vector spaces is closed under several crucial operations. The following is easy to check:

**Theorem 2.10** (See Theorem 2.6.5, [9], and Theorem 2.15 of [13]).
- Assuming that $E_j$ is convenient for all $j \in J$, then $\prod_{j \in J} E_j$ is convenient with respect to the product bornology, with $J$ an arbitrary indexing set.
- If $E$ is convenient, then so is $\text{Born}(X, E)$ where $X$ is an arbitrary bornological set.

There is a standard notion of Mackey-Cauchy completion and separation. These provide an adjunction in the usual way.

**Theorem 2.11** (See Section 2.6 of [9]). By the process of separation and completion, we obtain a functor

$$\omega : \text{tCBS} \rightarrow \text{Con}$$

which is left adjoint to the inclusion.
3. Monoidal structure

Theorem 3.1. The category $\text{Con}$ is symmetric monoidal closed.

The fact that $\text{Con}$ is a symmetric monoidal closed category is proved in the Section 3.8 of [9]. Roughly, it stems from the cartesian closedness of the category of bornological spaces and bornological maps [11]. In this paragraph, we briefly describe the main steps of the construction.

Let $E$ and $F$ be CVS. We will denote their algebraic tensor product by $E \hat{\otimes} F$, and define a bornology on it by specifying its dual space. Define

$$(E \hat{\otimes} F)' = \{ h : E \hat{\otimes} F \to \mathbb{R} \mid \hat{h} : E \times F \to \mathbb{R} \text{ is bornological} \}$$

where $\hat{h}$ refers to the associated bilinear map, and to be bornological means with respect to the product bornology.

Now, the tensor product $E \otimes F$ in $\text{Con}$ is the Mackey closure of the algebraic tensor product equipped with this bornology. Evidently, the tensor unit will be the base field $I = \mathbb{R}$. Let $\text{Con}(E, F)$ denote the space of bornological linear maps. We endow it with the bornology induced by the dual space defined by:

$$\text{Con}(E, F)' = \{ h : \text{Con}(E, F) \to \mathbb{R} \mid \text{If } U \text{ is equibounded, then } h(U) \text{ is bounded} \}$$

where a subset $U$ of linear maps from $E$ to $F$ is *equibounded* if and only if for every bounded subset $B$ of $E$, $U(B) = \{ f(x) \mid f \in U, x \in B \}$ is bounded in $F$.

It follows from the cartesian closedness of the category of bornological spaces that there is an isomorphism

$$\text{Con}(E_1; E_2, F) \cong \text{Con}(E_1, \text{Con}(E_2, F))$$

where $\text{Con}(E_1; E_2, F)$ is the space of multilinear, bornological maps. Now, the algebraic tensor product, equipped with the above bornology, classifies bornological multilinear maps. Therefore, the above structure makes $\text{Con}$ a symmetric monoidal closed category.
4. Smooth curves and maps

4.1 Smooth curves

Let $E$ be a convenient vector space. The notion of a smooth curve into a locally convex space $E$ is straightforward. One simply has a curve $c: \mathbb{R} \to E$ and defines its derivative by:

$$c'(t) = \lim_{s \to 0} \frac{c(t+s) - c(t)}{s}.$$  

Note that this limit is simply the limit in the underlying topological space of $E$. Then, we define a curve to be smooth if all iterated derivatives exist. We denote the set of smooth curves in $E$ by $C_E$.

Theorem 4.1 (See 2.14 of [13]). Suppose $E$ is convenient. Then:

If $c: \mathbb{R} \to E$ is a curve such that $\ell \circ c$ is smooth for every bornological linear map $\ell: F \to \mathbb{R}$, then $c$ is itself smooth.

In order to endow $C_E$ with a convenient structure, we introduce the notion of difference quotients which is the key idea behind the theory of finite difference methods, as described in [15]. Let $\mathbb{R}^<i> \subseteq \mathbb{R}^{i+1}$ consist of those $i+1$-tuples with no two elements equal. It inherits its bornological structure from $\mathbb{R}^{i+1}$. Given any function $f: \mathbb{R} \to E$ with $E$ a vector space, we recursively define maps

$$\delta^i f: \mathbb{R}^<i> \to E,$$

by saying $\delta^0 f = f$, and then the prescription:

$$\delta^i f(t_0, t_1, \ldots, t_i) = \frac{i}{t_0 - t_i} \left[ \delta^{i-1} f(t_0, t_1, \ldots, t_{i-1}) - \delta^{i-1} f(t_1, \ldots, t_i) \right].$$

For example,

$$\delta^1 f(t_0, t_1) = \frac{1}{t_0 - t_1} \left[ f(t_0) - f(t_1) \right].$$

Notice that the extension of this map along the missing diagonal would be the derivative of $f$. There are similar interpretations of the higher-order formulas. So these difference formulas provide approximations to derivatives.
Lemma 4.2 (See 1.3.22 of [9]). Let \( c : \mathbb{R} \to E \) be a function. Then \( c \) is a smooth curve if and only if for all natural numbers \( i \), \( \delta^i c \) is a bornological map.

By Lemma 4.2, the above described difference quotients define an infinite family of maps:

\[
\delta^i : \mathcal{C}_E \to \text{Born}(\mathbb{R}^{<i>_}, E).
\]

Definition 4.3. Say that \( U \subseteq \mathcal{C}_E \) is bounded if and only if its image \( \delta^i(U) \) is bounded for every natural number \( i \).

Theorem 4.4 (See 3.7 of [13]). This structure makes \( \mathcal{C}_E \) a convenient vector space.

4.2 Smooth maps

We are then left with the question of how to define smoothness of a function between two locally convex spaces.

Definition 4.5. A function \( f : E \to F \) is smooth if \( f(\mathcal{C}_E) \subseteq \mathcal{C}_F \). Let \( \mathcal{C}^\infty(E, F) \) denote the set of smooth functions from \( E \) to \( F \).

We note the obvious fact that \( \mathcal{C}_E = \mathcal{C}^\infty(\mathbb{R}, E) \), as seen by considering the identity \( \text{id} : \mathbb{R} \to \mathbb{R} \) as a smooth curve.

Lemma 4.6 (See 2.11 of [13]). A linear map between convenient vector spaces is smooth if and only if it is bornological.

Let \( \mathcal{C}^\infty \) denote the category of convenient vector spaces and smooth maps. Note that the preceding lemma implies the existence of the forgetful functor \( \text{U} : \text{Con} \to \mathcal{C}^\infty \) which is the identity on objects and maps.

One of the crucial results of [9] and [13] is that \( \mathcal{C}^\infty \) is a cartesian closed category. In fact, this category is the coKleisli category of a model of intuitionistic linear logic, from which the above follows. But this is hardly an enlightening proof! We first give a convenient vector space structure on \( \mathcal{C}^\infty(E, F) \).

Now, let \( E \) and \( F \) be convenient vector spaces. If \( c : \mathbb{R} \to E \) is a smooth curve, we get a map \( c^* : \mathcal{C}^\infty(E, F) \to \mathcal{C}_F \) by precomposing.
Definition 4.7. Say that $U \subseteq C^\infty(E, F)$ is bounded if and only if its image $c^*(U)$ is bounded in $C_F$ for every smooth curve in $C_E$.

The space $C^\infty(E, F)$ has a natural interpretation as a projective limit:

Lemma 4.8 (See [13], p. 30). The space $C^\infty(E, F)$ is the projective limit of spaces $C_F$, one for each $c \in C_E$. Equivalently, it consists of the Mackey-closed linear subspace of

$$C^\infty(E, F) \subseteq \prod_{c \in C_E} C_F$$

consisting of all collections $(f_c)_{c \in C_E}$ such that $f_c \circ g = f_c \circ g$ for every $g \in C^\infty(\mathbb{R}, \mathbb{R})$.

As $C^\infty(E, F)$ is equivalent to a Mackey-closed subspace of a convenient vector space:

Corollary 4.9. The above structure makes $C^\infty(E, F)$ a convenient vector space.

As another consequence of the above Lemma, we get a characterization of smooth curves in $C^\infty(E, F)$:

Corollary 4.10. A curve $f : \mathbb{R} \to C^\infty(E, F)$ is smooth if and only if $t \mapsto c^*(f(t)) : \mathbb{R} \to F$ is smooth for all smooth curves $c$ in $C_E$.

Theorem 4.11 (See Theorem 3.12 of [13]). The category $C^\infty$ is cartesian closed.

As usual, having a cartesian closed category gives us an enormous amount of structure to work with, as will be seen in what follows.

5. Convenient vector spaces as a differential category

5.1 Differential categories

Differential categories were introduced as the categorical models of differential linear logic. We assume a symmetric, monoidal closed category with
biproducts\textsuperscript{2}. The biproducts induce an additive structure on Hom-sets, which is necessary for the equations described below. We also assume the existence of a symmetric monoidal comonad called the \textit{exponential modality} and denoted \(!\). Such a functor has structure maps of the following form:

\[
\rho: ! \rightarrow !!, \quad \epsilon: ! \rightarrow id, \quad \varphi: !A \otimes !B \rightarrow !(A \otimes B), \quad \varphi: I \rightarrow !I,
\]

satisfying a standard set of properties. See [16] for an excellent overview of the topic. In the presence of biproducts, the functor \(!\) determines a \textit{bialgebra modality}, i.e. for each object \(A\), the object \(!A\) naturally has the structure of a bialgebra:

\[
\Delta: !A \rightarrow !A \otimes !A, \quad e: !A \rightarrow I,
\]

\[
\nabla: !A \otimes !A \rightarrow !A, \quad \nu: I \rightarrow !A.
\]

The bialgebra structure on \(!A\) is obtained via the exponential isomorphism:

\[
!(A \oplus B) \cong !A \otimes !B
\]

Then, for example, the comultiplication is obtained by applying the functor \(!\) to the biproduct map \(A \rightarrow A \oplus A\), and then composing with the above isomorphism.

To model the remaining differential structure, we need to have a \textit{deriving transformation}, i.e. a natural transformation of the form:

\[
d_A: A \otimes !A \rightarrow !A
\]

satisfying equations corresponding to the standard rules of calculus:

- The derivative of a constant is 0.
- Leibniz rule.
- The derivative of a linear function is a constant.
- Chain rule.

\textsuperscript{2}Actually, weaker axioms suffice [2].
In fact, it suffices to have a natural transformation called \textit{codereliction} \cite{6, 2}:

\[ \text{coder}_A : A \rightarrow !A, \]

satisfying certain equations which are analogues of the above listed equations:

\[ \text{[dC.1]} \quad \text{coder}_e \circ e = 0, \]

\[ \text{[dC.2]} \quad \text{coder}_\Delta = \text{coder} \otimes \nu + \nu \otimes \text{coder}, \]

\[ \text{[dC.3]} \quad \text{coder}_\varepsilon = 1, \]

\[ \text{[dC.4]} \quad (\text{coder} \otimes 1); \nabla; \rho = (\text{coder} \otimes \Delta); ((\nabla \text{coder}) \otimes \rho)); \nabla. \]

As shown by Fiore \cite{8} these equations are equivalent to the diagrams below:

1. \textbf{Strength}

\[ A \otimes !B \xrightarrow{\text{coder}_A \otimes 1} !A \otimes !B \xrightarrow{\phi} ! (A \otimes B) \]

2. \textbf{Comonad}

\[ A \xrightarrow{1 \otimes \varepsilon_A} A \otimes B \xrightarrow{A \otimes \varepsilon_B} !A \otimes !B \]

We can finally recover the deriving transformation from the codereliction:

\[ d_A : A \otimes !A \xrightarrow{\text{coder}_A \otimes 1} !A \otimes !A \rightarrow !A. \]

Thanks to the conditions satisfied by the codereliction, we deduce the rules of the deriving transformation: the strength condition entails that the derivative of a constant is zero and the Leibniz rule; the first comonad condition induces the linearity rule; and the second the chain rule.
5.2 The exponential modality on convenient vector spaces

In the category of convenient vector spaces, the comonad described in Theorem 5.1.1 of [9] precisely demonstrates the relationship between linear maps and smooth maps which was envisioned by the differential linear logic.

We begin by noting that if \( E \) is a convenient vector space and \( x \in E \), there is a canonical morphism of the form \( \delta_x : C^\infty(E, \mathbb{R}) \to \mathbb{R}, \) defined by \( \delta_x(f) = f(x) \). This is of course the Dirac delta distribution.

**Lemma 5.1.** The Dirac distribution map \( \delta : E \to C^\infty(E, \mathbb{R})' \) is smooth.

**Proof.** First, we show the map is well-defined. Let \( x \in E \), it is easy to see that \( \delta_x \) is linear. Let us check it is bornological. Let \( U \) be a bounded subset of \( C^\infty(E, \mathbb{R}) \), that is \( c^*(U) \) is bounded in \( \mathbb{R} \) for every smooth curve \( c \in C_E \).

In particular, \( \delta_x(U) = U(x) = \text{const}_x(U) \) is bounded. Here, \( \text{const}_x \) is the constant curve at \( x \).

Now, let us show that \( \delta \) is smooth. Let \( c \) and \( f \) be smooth curves into \( E \) and \( C^\infty(E, \mathbb{R}) \) respectively. The map \( t \mapsto \delta_{c(t)} f(t) = f(t)(c(t)) \) is smooth. We conclude by cartesian closedness. \( \square \)

**Definition 5.2.** The exponential modality \( !E \) is the Mackey-closure of the linear span of the set \( \delta(E) \) in \( C^\infty(E, \mathbb{R})' \). It obtains its bornology as a subspace of \( C^\infty(E, \mathbb{R})' \).

In general, \( !E \) is smaller than \( C^\infty(E, \mathbb{R})' \), but in the case where \( E \) is finite-dimensional, the two coincide; this is the content of Corollary 5.1.8 of [9]. Furthermore, in this case, the elements of \( !E \) correspond to the distributions of compact support, as demonstrated in Proposition 5.1.5 of [9]. See also Théorème XXV, p. 89 of [17].

Thanks to the following lemma, the Dirac delta distributions are linearly independant. In the sequel, we will define bornological (multi)linear functions over the exponential of convenient vector spaces by their values over the Dirac delta distributions and extending them by linearity to their linear span and then by Mackey-completion thanks to Theorem 2.11.

**Lemma 5.3.** Let \( v_1, v_2, \ldots, v_n \) be a set of pairwise distinct vectors in \( E \). Then the corresponding \( \delta \)-functionals are linearly independent in \( C^\infty(E, \mathbb{R})' \).
Proof. Suppose we have

\[ r_1 \delta v_1 + r_2 \delta v_2 + \ldots + r_n \delta v_n = 0. \]

We will show that \( r_1 = 0 \). Since \( E \) is separated, there exist bounded linear functionals on \( E \), denoted \( \ell_2, \ell_3, \ldots, \ell_n \), such that for all \( i \), \( \ell_i(v_1) \neq \ell_i(v_i) \).

Consider the smooth function on \( E \) defined by \( f = \prod_{i=2}^n (\ell_i - c_i)(v_i) \). Here \( c_r \) denotes the constant function at \( r \). The result follows from applying the above equation to \( f \). \( \square \)

Proposition 5.4. Endowed with the bornological linear maps \( \phi_I : I \to !I \) defined by \( \phi_I(1) = \delta_1 \) and \( \phi : !E \otimes !F \to !(E \otimes F) \) defined on basis elements by \( \phi(\delta_x \otimes \delta_y) = \delta_x \otimes y \) and then extending linearly and completing, the endofunctor \( ! \) is symmetric monoidal.

We will now demonstrate that this determines a comonad on \( \text{Con} \).

Theorem 5.5. [See [9], Theorem 5.1.1] We have the following canonical adjunction:

\[ C^\infty(E, UF) \cong \text{Con}(!E, F) \]

Proof. We establish the bijection, leaving the straightforward calculation of naturality to the reader. So let \( \varphi : !E \to F \) be a bornological linear map. Define a smooth map from \( E \) to \( F \) by \( \hat{\varphi}(e) = \varphi(\delta_e) \). Note that \( \hat{\varphi} \) is smooth because it is the composite of \( \varphi \) and \( \delta \); \( \varphi \) is smooth since it is bornological and linear.

Conversely, suppose \( f : E \to F \) is a smooth map. Define a linear map \( \tilde{f} \) from the linear span of \( \delta(E) \) to \( F \) by defining \( \tilde{f}(\delta_e) = f(e) \), and extending linearly. Let us show that \( \tilde{f} \) is bornological. Let \( U \) be bounded in the linear span of \( \delta(E) \). The image \( \tilde{f}(U) \) is equal to \( U(\{f\}) \) which is bounded as the image of a singleton set.

We can then extend \( f \) to the Mackey completion of the span of \( \delta(E) \), using the adjunction of Theorem 2.11. We get a bornological linear function \( \bar{f} : !E \to F \).

It is clear that this determines a bijection and hence an adjunction. \( \square \)
We now describe the structure that comes out of this adjunction:

- The counit is the linear map \( \epsilon : !E \rightarrow E \), defined by \( \epsilon(\delta_x) = x \), and then extending linearly and applying the adjunction of Theorem 2.11.

- The unit is the smooth map \( \iota : E \rightarrow !E \), defined by \( \iota(x) = \delta_x \).

- The associated comonad has comultiplication \( \rho : !E \rightarrow !!E \) given by \( \rho(\delta_x) = \delta_{\delta_x} \).

**Proposition 5.6.** The category \( \text{Con} \) has finite biproducts which are compatible with the monoidal structure:

\[ !(E \oplus F) \cong !E \otimes !F \]

**Proof (See Lemma 5.2.4 of [9]).** The existence of finite biproducts is straightforward, as in the usual vector space setting.

The trick in establishing the isomorphism, as usual, is to verify that \( !(E \times F) \) satisfies the universal property of the tensor product.

First we note that there is a bilinear map \( m_{E,F} : !E \times !F \rightarrow !(E \times F) \). Consider the smooth map \( \iota_{E \times F} : E \times F \rightarrow !(E \times F) \). By cartesian closedness, we get a smooth map \( E \rightarrow C^\infty(F, !(E \times F)) \), which extends to a linear map \( E \rightarrow C^\infty(F, !(E \times F)) \cong \text{Con}(!F, !(E \times F)) \). The transpose is the desired bilinear map. It satisfies \( m_{E,F} \circ (\iota_E \times \iota_F) = \iota_{E \times F} \).

Note that the map \( m_{E,F} \) is in fact determined by this equation, since \( !E \) is the Mackey closure of the linear span of the image of \( \iota_E \). In particular, we have

\[ !\sigma \circ m_{E,F} \circ \sigma = m_{F,E} \]

where \( \sigma \) is the symmetry.

We check that \( m_{E,F} \) satisfies the appropriate universality. Assume \( f : !E \times !F \rightarrow G \) is a bornological bilinear map. Let us show that \( f \) is smooth.

Let \( (c_1, c_2) : \mathbb{R} \rightarrow !E \times !F \) be a smooth curve. We want to show that \( t \mapsto f(c_1(t), c_2(t)) \) is a smooth curve into \( G \). Thanks to Theorem 4.1, it is sufficient to show that for every linear bornological functional \( l \) over \( G \), the real function \( l \circ f \circ (c_1, c_2) : \mathbb{R} \rightarrow \mathbb{R} \) is smooth. Now, notice that, from simple calculations of difference quotients, we get

\[ \delta^1(l \circ f \circ (c_1, c_2)) = l \circ f \circ (\delta^1(c_1), c_2) + l \circ f \circ (c_1, \delta^1(c_2)) \]
and hence $\delta^1(l \circ f \circ (c_1, c_2))$ is bornological. More generally, every difference quotient of $l \circ f \circ (c_1, c_2)$ is bornological. From Lemma 4.2, we get that it is smooth. Then, in turn, $f \circ (\iota \times \iota)$ is smooth. By Theorem 5.5, $f$ lifts to a linear map $\bar{f} : !(E \times F) \to G$. By definition, $\bar{f} \circ \delta(x_1, x_2) = f(x_1, x_2)$. Hence $f$ factors through $m$ and $\bar{f}$.

Therefore, the universal property is satisfied by $(E \times F)$ which is hence isomorphic to $E \otimes !F$. □

**Theorem 5.7.** The category $\Con$ is a model of intuitionistic linear logic.

From the biproduct structure we deduce the bialgebra structure:

- $\Delta : !E \to !E \otimes !E$ is $\Delta(\delta_x) = \delta_x \otimes \delta_x$, and then extending linearly and using the functor $\omega$ to extend to the completion.

- $e : !E \to I$ is $e(\delta_x) = 1$.

- $\nabla : !E \otimes !E \to !E$ is $\nabla(\delta_x \otimes \delta_y) = \delta_{x+y}$.

- $\nu : I \to !E$ is $\nu(1) = \delta_0$.

Thus it remains to establish a codereliction map of the form:

$$\text{coder} : E \to !E$$

**Theorem 5.8.** The category $\Con$ is a differential category, with codereliction given by

$$\text{coder}(v) = \lim_{t \to 0} \frac{\delta_{tv} - \delta_0}{t}$$

The first part of the proof, that $\text{coder}$ is a bornological linear map from $E$ to $!E$, is an adaptation of the proof by Michor and Kriegl of Theorem 5.9 below. As we will see, their more general result then follows.

**Proof.** Let us first recall that $\delta$ is smooth, hence $t \mapsto \delta_{tv}$ is a smooth curve and the limit is well defined. We now prove that $\text{coder} : E \to !E$ is smooth. Let $c$ be a smooth curve in $C_E$. Then, for any real $t$, $c^*(\text{coder})(t) = \lim_{s \to 0} \frac{\delta_{sc(t)} - \delta_0}{s}$. Consider the smooth map $h : \mathbb{R} \times \mathbb{R} \to !E$ defined by $h(s, t) = \delta_{sc(t)}$. Its partial derivative at 0 with respect to the second argument
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is smooth and gives us the partial derivative at 0: \( \partial_2 h(t, 0) = c^*(\text{coder})(t) \).
Hence, \( c^*(\text{coder}) \) is a smooth curve. And we have proved that \( \text{coder} \) is smooth.

We now check that the codereliction is linear. It is obviously homogeneous. Then, for any \( v, w \in E \), we consider the smooth map \( g: \mathbb{R} \times \mathbb{R} \to !E \), defined by \( g(t, s) = \delta_{tv+w} \). By computation of the derivative of the smooth map \( t \mapsto g(t, t) \), we get:

\[
(t \mapsto g(t, t))'(0) = \partial_1 g(0, 0) + \partial_2 g(0, 0),
\]
that is \( \text{coder}(v + w) = \text{coder}(v) + \text{coder}(w) \).

We have proved that \( \text{coder} \) is linear and smooth, thus it is bornological thanks to Lemma 4.6. It remains only to check the two codereliction equations:

1. **Strength**: an element \( v \otimes \delta_y \in E \otimes !F \) is sent to
   \[
   \lim_{t \to 0} \frac{(\delta_{tv+y} - \delta_y)}{t}
   \]
   under both legs of the diagram.

2. **Comonad**: the first comonad law follows from the continuity of \( \epsilon \); for the second one, the clockwise chase of \( v \in E \) gives us
   \[
   \lim_{t \to 0} \frac{\delta tv - \delta y}{t}
   \]
   and the counterclockwise gives us
   \[
   \lim_{s,t \to 0} \frac{\delta[s(tv+y)+\delta y]}{s} - \delta_{tv+y}.
   \]
   To prove the two are equal, it is sufficient to consider the limit on the diagonal \( s = t \to 0 \).

\[\square\]

Using this codereliction map, we can build a more general differentiation operator by precomposition:

Consider \( f: !E \to F \) then define \( df: E \otimes !E \to F \) as the composite:

\[
E \otimes !E \xrightarrow{\text{coder} \otimes 1} !E \otimes !E \xrightarrow{\nabla} !E \xrightarrow{f} F
\]

We then obtain the following result of Kriegl and Michor as a corollary:

**Theorem 5.9** (See [13], Theorem 1.3.18). *Let \( E \) and \( F \) be convenient vector spaces. The differentiation operator*

\[
d: \mathcal{C}^\infty(E, F) \to \mathcal{C}^\infty(E, \text{Con}(E, F))
\]

---
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defined as

\[ df(x)(v) = \lim_{t \to 0} \frac{f(x + tv) - f(x)}{t} \]

is linear and bounded. In particular, this limit exists and is linear in the variable \( v \).

Conversely, if we start with the general differentiation operator, we can recover codereliction as the differential at 0 of \( \iota \), that is:

\[ \text{coder}(v) = d\iota(0)(v) = \lim_{t \to 0} \frac{\delta_{tv} - \delta_0}{t} \]

6. Conclusion

Fundamental to understanding the structure of convenient vector spaces is the duality between bornology and topology in the definition of convenient vector spaces. Another place where there is such duality is the notion of a finiteness space, introduced in [4]. But there, the duality is between bornology and the linear topology of Lefschetz [14]. The advantage of the present setting is that the topology takes place in the more familiar world of locally convex spaces. However, it remains an interesting question to work out a similar structure in the Lefschetz setting. This program was initiated in the thesis of the third author [19].

Evidently, a next fundamental question is the logical/syntactic structure of integration. One would like an integral linear logic, which would again treat integration as an inference rule. It should not be a surprise at this point that convenient vector spaces are extremely well-behaved with respect to integration. The category \( \text{Con} \) will likely provide an excellent indicator of the appropriate structure.

One can also ask about other classes of functions beside the smooth ones. Chapter 3 of [13] is devoted to the calculus of holomorphic and real-analytic functions on convenient vector spaces. It is an important question as to whether there is an analogous comonad to be found, inducing the category of holomorphic maps as its coKleisli category. Then one can investigate whether the corresponding logic is in any way changed.

Of course, once one has a good notion of structured vector spaces, it is always a good question to ask whether one can build manifolds from such
spaces. Manifolds based on convenient vector spaces is the subject of the latter half of [13], and it seems an excellent idea to view these structures from the logical perspective developed here.

Convenient vector spaces and similar structures are under active consideration today, see [1, 18]. We hope the logical perspective introduced here gives new insights in this domain.
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Figure 1: Pierre Damphousse, à Niagara, en août 2011


Je voudrais rappeler son parcours mathématique créatif — spécialement en algèbre commutative, en topologie combinatoire, en théorie des langages et automates, en théorie des catégories — et en particulier le rôle dynamique qu’il a tenu dans la communauté catégoricienne en France.


De retour au Canada de 1972 à 1975, il soutient en mars 1975 une maîtrise avec thèse en algèbre commutative sous la direction de Claude Lemaire, à l’université La-
La thèse porte sur les caractérisations homologiques de la notion de pureté. Elle part de la question de comprendre pour quels anneaux Λ on peut prolonger le point suivant connu pour Λ = \(\mathbb{Z}\) : pour une suite exacte courte de groupes abéliens (\(\mathbb{Z}\)-modules) 0 \(\rightarrow\) A \(\rightarrow\) B \(\rightarrow\) C \(\rightarrow\) 0 les deux conditions suivantes sont équivalentes :

1. Les suites induites par les quotients co-cycliques de A sont scindées (co-pureté),
2. Les suites induites par les sous-groupes cycliques de C sont scindées (pureté).

Si Λ est un anneau, une suite exacte courte de Λ-modules 0 \(\rightarrow\) A \(\rightarrow\) B \(\rightarrow\) C \(\rightarrow\) 0 est pure au sens de Cohn si elle est transformée en suite exacte courte par Hom\(\Lambda\)(M, −) pour tout Λ-module M de présentation finie, et elle est CT-co-pure — avec CT la classe des Λ-modules cocycliques (c’est-à-dire avec un sous-module non-trivial minimal) — si elle est transformée en suite exacte courte par Hom\(\Lambda\)(−, M), pour tout M \(\in\) CT. Avec donc notamment l’étude des modules cocycliques, et l’introduction de la pureté et la co-pureté relativement à une classe de modules, à la Warfield, notion qui permet la comparaison de la CT-co-pureté et la pureté au sens de Cohn, Pierre fournit une condition générale pour qu’un anneau Λ soit tel que dans les Λ-modules ces deux notions coïncident. Il précise que cette condition est a priori difficile à vérifier, mais il réussit à prouver que cette coïncidence a lieu pour une classe raisonnable intéressante d’anneaux, à savoir celle des anneaux qui sont presque-Dedekind (soit des domaines dont les localisés sont des anneaux de valuation discrète).

2. La venue en France, la seconde thèse, ses prolongements : 1975-1990

Après sa thèse à Laval, Pierre a souhaité aller étudier l’algèbre homologique à Zürich avec Urs Stammbach, ce qui ne se fit pas pour des raisons de difficultés d’obtention de visas, et du coup il arrangea avec Peter Hilton (proche collaborateur de Stammbach) de venir travailler avec lui à Montpellier. Pierre partit donc s’installer à Montpellier, mais Hilton ne vint pas et alla à Seattle. C’est ainsi que, cherchant sur place à Montpellier une solution, Pierre Dampousse rencontra Alexandre Grothendieck. Celui-ci lui proposa un sujet de topologie des surfaces (l’analyse et la classification des cartes cellulaires), qui aussitôt le passionna. Du coup Pierre abandonna le domaine de l’algèbre commutative et homologique, et revint du côté de la topologie, qu’il avait abordé déjà avec Giblin.

Il travailla jusqu’en 1979 sous la direction de Grothendieck — faisant régulièrement des aller-retours entre Tours où il enseignait et Montpellier où il venait discuter avec Grothendieck. Plus tard, en diverses occasions Pierre racontera combien ces discussions constituait une expérience unique pour lui. Quand Grothendieck se retira, Pierre continua sous la direction de Norbert A’Campo, et cela donna une thèse de troisième cycle [4] soutenue à Orsay le 2 juin 1981, où est démontré qu’il y a une équivalence de catégorie notée \(\Rightarrow\) : \(\mathcal{C}\) \(\rightarrow\) \(\mathcal{M}\), entre la catégorie \(\mathcal{C}\) des cartes cellulaires et la catégorie \(\mathcal{M}\) des maquettes, qui de plus détermine une équivalence entre les cartes orientables et les maquettes orientables. Précisons.

Soit d’une part \(\mathcal{G} = \langle \sigma_0, \sigma_2, \epsilon : \epsilon^2 = \sigma_0^2 = \sigma_2^2 = (\sigma_0 \sigma_2)^2 = 1 \rangle\) \(\rightarrow\) le groupe cartographique de Grothendieck, et \(\mathcal{G}^+\) le sous-groupe dont les éléments s’écrit comme mot de longueur paire en les générateurs \(\sigma_0, \sigma_2, \epsilon\). On appelle maquette un \(\mathcal{G}\)-ensemble.
M dans lequel $\sigma_0, \sigma_2$ et $\epsilon$ agissent chacun sans points fixes, et on forme la sous-catégorie pleine de $\text{Ens}^G$ notée $\mathcal{M}$ ayant ces maquettes pour objets. Notamment une maquette est dite orientable si en tant que $\mathbb{G}^+$-ensemble, $M$ se décompose en somme $M = M^+ + M^-$ (et alors l’action de $\epsilon$ échange $M^+$ et $M^-$).

D’autre part, en désignant, pour $n \geq 1$ par $P_n$ le disque unité fermé privé de son centre et des $n$ racines $n$-ièmes de l’unité, et en introduisant $P_0 = \mathbb{R} \times [0, 1] \setminus \mathbb{Z} \times \{0\}$, on considère la catégorie $\mathcal{C}$ des 


cartes cellulaires,


dont un objet est une surjection continue $c : \sum P_n \rightarrow X$ qui induit un homéomorphisme entre $\text{Int}(\sum P_n)$ et son image, et telle que, pour tout $t \in \partial(\sum P_n)$, $c^{-1}(c(t))$ comporte exactement deux éléments, $t$ et $t^o$, de sorte que $t \mapsto c(t)$ définit un homéomorphisme involutif de $\partial(\sum P_n)$ sur lui-même. Chaque $P_{kn}$ s’enroule sur $P_n$ par $z = \rho e^{\frac{2\pi}{n}} \mapsto z^k = \rho e^{\frac{2\pi}{n} k}$, et l’on appelle morphisme de carte cellulaire de $c$ à $c'$ une somme disjointe d’enroulements $\phi : \sum P_n \rightarrow \sum P'_n$, qui détermine un revêtement $\bar{\phi} : X \rightarrow X'$. Une carte $c$ est orientable si $X$ est orientable.

On appelle bi-arc d’une carte $c$ une composante connexe orientée $\theta = (cc(t), \omega)$ d’un point $t$ de $\partial(\sum P_n)$, et on définit sur l’ensemble $\triangleright (c)$ des bi-arcs de $c$ une action de $\mathbb{G}$ : $\epsilon(\theta)$ est l’unique bi-arc orienté de même source que $\theta$, $\sigma_0(\theta)$ consiste à changer l’orientation $\omega$ de $\theta$, et $\sigma_2(\theta)$ s’obtient en remplaçant $cc(t)$ par $cc(t^o)$.

Comme évidemment $\mathbb{G}$ est dans la catégorie $\mathcal{M}$ des maquettes un objet transitif universel, tel que pour toute maquette transitive $M$ il existe un épimorphisme $\mathbb{G} \rightarrow M$, du côté des cartes il lui correspond donc une carte connexe universelle $C$ qui est un revêtement de toutes les cartes connexes. Pierre la dessinait ainsi (figure 2), à coup de points de branchements et traits de coupures [4, pp.40-44].

Cette carte est comme un papier prélinéé qui peut envelopper n’importe quelle surface connexe cartographiée de manière que les lignes du papier se superposent homéomorphiquement aux arêtes de la carte. Auprès de A’Campo, Pierre s’initia à la géométrie hyperbolique, et construisit alors de la carte universelle $C$ un modèle hyperbolique dans le disque de Poincaré [4, pp.47-53]. Ce qui est lié au fait que $\mathbb{G} = \langle \rho, \sigma ; \sigma^2 = 1 \rangle$ se représente fidèlement dans $\text{PSL}(2, \mathbb{Z})$ par $\rho \mapsto \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}$, $\sigma \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$.

Figure 2: La carte universelle, revêtement de toute carte connexe.
À son retour d’Ottawa en 1982, quand il vint prendre définitivement un poste à Tours, Pierre continua son travail sur les cartes, en publiant une version concise [5] (voir aussi plus tard [16]), et prolongeant dans trois directions :

– Il s’intéressa à la caractérisation des endomorphismes de $\mathbb{G}$ qui sont cartographiques, c’est-à-dire qui transforment les maquettes en maquettes, lesquels s’avèrent être les endomorphismes injectifs et 18 autres non injectifs, qu’il précise. Alors le groupe des automorphismes extérieurs de $\mathbb{G}$ est isomorphe au groupe des permutations de $\{\sigma_0, \sigma_2, \epsilon\}$, soit $S(3)$. Le monoïde extérieur des endomorphismes cartographiques est appelé monoïde des mutations. Voir [15]. Ce travail a été catalysé — pour le dire avec le mot de Pierre — par des conversations avec Christian Léger et Jean-Claude Terrasson lesquels, d’un point de vue différent, ont essentiellement décrit les mutations induites par les automorphismes extérieurs de $\mathbb{G}$, qu’ils appellent métamorphoses.

– Il observe que le $P_0$ utilisé en théorie des cartes n’est pas en fait le seul “polygone” infini intéressant, que l’on pourrait y remplacer l’ensemble $\mathbb{Z} \times \{0\}$ des trous du bord par un $L \times \{0\}$, avec $L \subset \mathbb{R}$ un ensemble dénombrable uniforme. Partant de là il s’attache à la classification des ordres linéaires dénombrables uniformes (dont le groupe des automorphismes agit transitivement), qui sont les $\mathbb{Z}^n$ et les $\mathbb{Q} \cdot \mathbb{Z}^n$ [6]. Ces travaux sur les mutations et sur les ordres linéaires restèrent inédits jusqu’à leur reprise en 2003 dans [15].

– À partir du fait de la représentation de $\mathbb{G}^+$ dans $\text{PSL}(2, \mathbb{Z})$ il se tourne vers le problème diophantien de la détermination des racines $n$-ièmes dans $\text{PSL}(2, \mathbb{Z})$. Il décrit alors [7] le calcul des racines $n$-ièmes dans les groupes $\text{GL}_2(\mathbb{C})$ et $\text{SL}_2(\mathbb{C})$, soulignant comment le calcul des puissances et racines dans $\text{GL}_2(\mathbb{C})$ et $\text{SL}_2(\mathbb{C})$, qui en lui-même est une question simple d’algèbre linéaire, dépend de l’arithmétique des polynômes définis par $P_0(t) = 0, P_1(t) = 1, P_{n+1}(t) = tP_n(t) - P_{n-1}(t)$, (liés aux polynômes de Chebyschev) puisque, avec $\chi = a + d$ on a

$$
\begin{pmatrix}
    a & b \\
    c & d
\end{pmatrix}^n = \begin{pmatrix}
    aP_n(\chi) - P_{n-1}(\chi) \\
    cP_n(\chi)
\end{pmatrix} \begin{pmatrix}
    bP_n(\chi) \\
    dP_n(\chi) - P_{n-1}(\chi)
\end{pmatrix}.
$$

Il fournit dans les trois cas ($\chi = 2$, $\chi = -2$ et $\chi \neq \pm 2$) des formules explicites pour les racines $n$-ièmes qui, lorsque l’on y remplace $n$ par $\frac{1}{n}$, expriment en fait les puissances $n$-ièmes ; ce qui suggère, remarque-t-il, en remplaçant $n$ par un complexe $z$, un calcul des puissances complexes $A^z$ pour les éléments $A$ de $\text{GL}_2(\mathbb{C})$ et $\text{SL}_2(\mathbb{C})$.

4. Question de fondements en théorie des catégories : à partir de 1990

À la fin des années 1980, Pierre s’intéresse à l’intelligence artificielle, à l’informatique théorique, à la théorie des automates et des langages. Ses réflexions dans ce domaine, sur la nécessité d’une approche plus structurelle et catégorique de la question des langages et automates, notamment sur la nécessité d’envisager le treillis des automates reconnaissant un langage donné, sur la nécessité de tendre à une détermination naturelle voire tautologique de l’automate minimal, seront publiées en 1992 [8].
C’est en 1990 que Pierre se tourna franchement vers des préoccupations sur les fondements en termes de catégories, ce qui le décida à se rapprocher du groupe des catégoriciens à Paris 7. Il vint donc nous parler de ses préoccupations sur les langages — celles de [8] notamment —, mais aussi bien sûr de ses anciens travaux de ses deux thèses, où évidemment les catégories étaient présentes de façon centrale.


Dans cette période, Pierre et moi avons collaboré et publié trois articles [9], [10], [12]. Le point de départ était la question d’une théorie des langages et de la traduction, que nous envisagions sur la base, sur la catégorie Ens des ensembles, de la monade \( \mathcal{L} = \mathcal{P} \circ (-)^* \), où donc \( \mathcal{P} \) est la monade des parties, dont les algèbres sont les sup-treillis, et où \((-)^*\) est la monade des mots, dont les algèbres sont les monoïdes, de sorte que les algèbres de \( \mathcal{L} \) sont les monoïdes sup-complets. C’est donc en les pensant comme outils pour une future théorie de la traduction que nous avons dégagé les trois résultats suivants, qui ont peut-être leur intérêt propre.

– Dans la recherche de quantificateurs non-standards on rencontre le problème suivant des fixob. Si \( C \) est une sous-catégorie pleine de la catégorie Ens de des ensembles finis, on démontre que tout fixob ou foncteur \( F : C \to C \) fixant les objets (tel que pour tout \( X \in \text{obj}(C) \) on ait \( F(X) = X \)) est isomorphe à \( \text{Id}_C \) si et seulement si \( C \) possède au moins trois objets non-vides non-isomorphes. Sinon une construction explicite de tous les fixob non-triviaux (i.e. non-isomorphes à \( \text{Id}_C \)) est complètement détaillée [12], et ces fixob non-triviaux sont effectivement exhibés et comptés. Dans la thèse de Farhan Ismail que nous avons co-dirigée (F. Ismail, Les fixobs de sous-catégories pleines squelettiques engendrées par des ensembles finis, Thèse, Université François Rabelais, Tours, 25 septembre 1995), on trouvera des statistiques de dénombrements détaillés, par exemple le nombre \( NT_n \) des endomorphismes non isomorphes à l’identité de la sous-catégorie pleine Ens\((n)\) de Ens engendrée par un ensemble à \( n \) éléments. On a \( NT_2 = 3, NT_3 = 13, NT_4 = 89, NT_5 = 391, \) etc.
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– Dans l’étude des quantifications et substitutions itérées, on tombe sur la question des transformations naturelles entre quantifications. Soit pour tout ensemble $X$, $\mathcal{P}(X)$ l’ensemble des parties de $X$. On sait que $\mathcal{P}$ est un foncteur covariant de deux façons, notées $\exists$ et $\forall$, et contravariant d’une façon notée $\exists'$, avec, pour toute fonction $f : X \to Y$, $\exists f \dashv C f \dashv \forall f$, avec $\exists f(A) = \{ y; \exists x(x \in A) \land (f(x) = y) \}$, $C f(B) = \{ x; f(x) \in B \}$, et $\forall f(A) = \{ y; (\forall x(y = f x) \Rightarrow (x \in A)) \}$.

Cela dit, on peut classer complètement [9] les représentations naturelles de $\mathcal{P}(X)$ dans $\mathcal{P}P(X)$. Il y a 16 transformations naturelles de $C$ vers $\exists C$, 16 de $C$ vers $\forall C$, 16 de $C$ vers $C^\forall$, et 16 de $C$ vers $C'$. Soit donc 64 transformations de source $C$. Chacun de ces 4 ensembles de 16 transformations a naturellement une structure d’algèbre de Boole. Dans les cas covariants, il y a 16 transformations naturelles de $\exists$ vers $C^2$, en bijection avec celles de $C$ vers $\exists C$ (parce que $C^{op} \dashv C$), et il y a autant de transformations de $\exists$ vers $\exists^2$ que de sous-foncteurs de $\exists$, lesquels sont ou bien $\exists$, $\exists^-$ ou $\exists^{--}$ — avec $\exists^{-}(X) = \{ 0 \} \Longleftrightarrow X = \emptyset$ et $\exists^{--}(X) = \{ A; A \neq \emptyset \}$ — ou bien déterminés comme des “bornes”, définies pour chaque cardinal $\alpha \geq 0$ par :

$$\exists_{<\alpha}X = \{ A; |A| < \alpha \}, \quad \exists_{\leq\alpha}X = \begin{cases} \emptyset & \text{si } X = \emptyset \\ \exists_{<\alpha}X & \text{si } X \neq \emptyset \end{cases}, \quad \exists_{\geq\alpha}X = \{ A; 0 < |A| \leq \alpha \}.$$

– Toute fonction $f : X \to Y$, agit sur les parties de façon covariante ou directe ou de façon contravariante ou inverse, et ces deux possibilités et leurs itérations sont significatives pour l’étude de la traduction. Il faut donc comprendre comment elles sont reliées, et l’on peut justement préciser là une dualité. Si l’on désigne par $\text{Qual}^+$ et par $\text{Qual}$ les catégories des ensembles qualifiés $(X, X')$, où donc $X \subset \mathcal{P}(X)$, et applications $f : X \to Y$ “directes” (telles que $\exists X \subset Y$) ou “inverses” (telles que $Y \subset C(X)$), alors on peut relever à ces deux catégories la monade “de Stone” qui existe sur $\text{Ens}$ (d’endofoncteur $C C$) et détermine $\text{Ens}^{op}$ comme algébrique sur $\text{Ens}$, de sorte que chacune de ces deux catégories soit la catégorie duale de la catégorie des algèbres de la monade relevée sur l’autre, et ainsi s’établit la dualité envisagée entre le calcul des images inverses et le calcul des images directs.


Suivant son intérêt pour le codage, dans une collaboration entre l’université de Tours et des universités canadiennes (Laval, Concordia, Sherbrooke), il a initié en 2002 — et dirigé ensuite à Tours — une formation internationale originale, nommée MIMaTS (Master International de Mathématiques des Transmissions Sécurisées).

Il a aussi fondé en 2000 et dirigé depuis chez l’éditeur Ellipses une collection originale de petits livres d’enseignement de mathématiques, rigoureux et soucieux du développement historique, dont chaque volume présente un sujet de façon autonome,
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